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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

James Finneran—For contributions to
understanding underwater hearing of
marine mammals and fish.

Klaus Genuit—For application of bin-
aural psychoacoustic principles to sound
analysis and perception of sound quality.

Robert Remez—For contributions to the
understanding of perceptual organization
of speech.

Shihab Shamma—For contributions to
comutational modeling and cortical
physiology of the mammalian auditory
system.

Yoiti Suzuki—For contributions to
equal-loudness contours and human re-
sponse to continuous and impact noise.

Stephen C. Thompson—For contribu-
tions to acoustic transduction.
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USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2004
15–19 Nov. 148th Meeting of the Acoustical Society of America,

San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW:http://asa.aip.org#.

2005
16–20 May 149th Meeting joint with the Canadian Acoustical As-

sociation, Vancouver, Canada@Acoustical Society of
America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; WWW:http://
asa.aip.org#.

16–19 May Society of Automotive Engineering Noise & Vibration
Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084, Tel.: 248-273-2474; E-mail: pkreh@sae.org#.

18–22 July 17th International Symposium on Nonlinear Acoustics,
State College, PA@Anthony Atchley, The Pennsylvania
State University, 217 Applied Research Lab Building,
University Park, PA 16802; Tel.: 814-865-6364; E-mail:
ISNA17@outreach.psu.edu; WWW:http://
www.outreach.psu.edu/c&i/isna17/#.

17–21 October 150th Meeting joint with Noise-Con, Minneapolis, MN
@Acoustical Society of America, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW:http://asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,

American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp., Price: ASA members $50; Non-
members $90~paperbound!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Principles of Vibration and Sound, 2nd edition

Thomas D. Rossing and Neville H. Fletcher

Springer-Verlag, New York, 2004.
xiii 1330 pp. Price: $49.95 (hardcover). ISBN: 0-387-40556-9

This book is designed to serve as a text for an introductory course in
acoustics for physics or engineering students. Its primary focus is on the
basic physical principles and associated mathematics underlying acoustics
and some of its important applications.

The first edition of this text, published in 1995, consisted essentially of
a separate publication of the foundation chapters on vibrating systems and
sound waves contained in the first edition ofThe Physics of Musical Instru-
ments~Springer-Verlag, New York, 1991! by the same authors~with the
addition of an extra chapter on network analogs of acoustic systems, and
some problems.! The first nine chapters of this new edition are, except for
some slight revisions, the same as those in the first edition. However, in
order to meet student needs for more applications of basic principles, the
authors have added four new chapters.

In Part I of the book~Vibrating Systems!, Chap. 1 focuses on simple
vibrating systems and their mathematical representations, including re-
sponses to harmonic excitation, an introduction to some aspects of nonlinear
vibrations, and two-dimensional harmonic motions~Lissajous figures!.
Chapter 2 gives a comprehensive introductory account of vibrating strings
and bars, including the effects of stiffness, and motion of end supports. In
Chap. 3, the vibrations of rectangular and circular plates and membranes are
introduced, and in Chap. 4, the coupling of vibrating systems, including the
example of string-plate coupling, is discussed. This chapter also contains
very short descriptions of modal and finite element analyses and their litera-
ture. Part I is concluded by a very brief chapter on nonlinear systems.

Part II starts off with a fairly standard coverage of sound waves in air
~Chap. 6!, sound radiation~Chap. 7!, and pipes and horns~Chap. 8!. The
presentation in these chapters is mostly confined to the frequency-domain
case of steady-state harmonic excitation, but there is a brief summary of the
time-domain analysis approach of Schumacher, McIntyre and Woodhouse,
and Ayers at the end of Chap. 8. A leisurely introduction to acoustic network
analysis in Chap. 9 is followed by one of the new chapters on microphones,
loudspeakers, hydrophones, ultrasonic transducers, force transducers, and
accelerometers. The book concludes with three new chapters on sound in
three different environments—concert hall and studio, outdoor, and under-
water.

On the basis of its clear and concise exposition of a mix of basic and
applied subject matter, I would recommend this book for consideration as a
text in an introductory acoustics course. However, in the spirit of wanting to
see this text evolve into an even better one~perhaps in its next edition!, I
will make several recommendations.

First of all, several disconcerting statements, related to the fact that the
first eight chapters are excised from a larger work, should certainly be re-
moved. For example, on p. 70, in the discussion of the effect of air loading
on the modal frequencies of a kettle drum, there is reference to a further
discussion in Chap. 18~a chapter inThe Physics of Musical Sounds, but not
in this book!. In Chap. I, I would have liked to see the concept of a temporal
Green’s function introduced in the simple context of calculating the re-
sponse of a harmonic oscillator to a general excitation. This introduction
would have been a good entre to the later use of temporal Green’s functions

in Chap. 8. I also suggest adding a few lines of discussion to establish the
simple general rules for reading off harmonic frequency ratios from Lissa-
jous figures. In Chap. 2, the frequency analysis of plucked and struck strings
should be made more general by calculating analytically the Fourier ampli-
tudes of the string response for anarbitrary point of excitation~instead of
just a point at

1
5 of its length!, and, for example, relating the general result to

some of the ways that a guitarist is able to alter the timbre of a tone by
changing the plucking position. I think that Chap. 5 on nonlinear systems is
much too condensed to provide a good introduction to the various topics
covered to typical students with no previous experience to the analysis of
such systems. Also, there are no follow-up applications of the theory later in
the book. This chapter should be expanded. Finally, I suggest giving a more
fleshed-out development of the Sabine formula for reverberation time in
Chap. 11.

As I emphasized above, these suggestions constitute only minor
quibbles, and I again wish to acknowledge the overall excellence ofPrin-
ciples of Vibration and Soundas a solid text for introductory acoustics.

ARNOLD TUBIS
Purdue University
West Lafayette, Indiana 47907

Engineering Acoustics: An Introduction to
Noise Control

Michael Mö ser

Springer-Verlag Berlin, 2004
xi1289 pp. Price: 69.95 EUR (hardcover) ISBN: 3-540-20236-6.

Engineering Acousticsis a translation from German into ‘‘British’’
English of Möser’sTechnische Akustik. That book is the 5th complete revi-
sion of Lothar Cremer’sVorlesunden u¨ber Technische Akustik. The result is
a very readable and an excellent text.

The book is not a text book in the usual sense, with homework prob-
lems at the end of each chapter. Mo¨ser considers it a ‘‘teaching text.’’ He
adequately covers a subject, then suggests references for further study.

The book is unique in several ways.

~1! His first chapter on the Perception of Sound includes the ear and its
response and human response to stimulation. Then the need for filtering
and types of filters is presented.

~2! Each subject is introduced with a qualitative description based on com-
mon observation. This is followed by a rigorous mathematical modeling
of the phenomena.

~3! He uses figures that give good visualization of acoustic waves. This
includes radiation of waves from directional sources and wave interac-
tion with solids such as wall partitions.

~4! In presenting Intensity, he gives a very complete description and limi-
tation of the two microphone probe.

The book provides an excellent coverage of acoustic fundamentals. Then,
because of the need in noise control, he presents waves in solids and the
means for vibration control. Sensors required for measurement of acoustic
pressure and mechanical vibrations are discussed. In addition to the chapter
on sound perception, other chapter headings are as follows:
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Fundamentals of Wave Propagation
Propagation and Radiation of Sound
Structure-borne Sound
Elastic Isolation
Sound Absorbers
Fundamentals of Room Acoustics
Building Acoustics
Silencers
Diffraction
Electro-Acoustic Transducers for Air-Borne Sound

His Appendix presents ‘‘Level Arithmetic’’ to introduction logarithmic
notation to newcomers to the field. Then he introduces ‘‘Complex Pointers’’
as his alternative to ‘‘Phasor Notation.’’ Complex arithmetic as applied to
acoustics is covered in great detail. Finally, many references are given that
applied to the theory and for further study. Many of these are from the
German literature and may be difficult to obtain or read for the American
reader.

The book is excellent in dealing with noise control in interior spaces.
However, the author does not cover sound propagation in the atmosphere
and the subject of community noise problems. This is an excellent book in
the areas covered and it should be on the bookshelf of every noise control
engineer.

ELMER L. HIXSON
University of Texas at Austin
Austin, Texas 78712-0240

Principles of Vibration and Sound, 2nd edition

Thomas D. Rossing and Neville H. Fletcher

Springer-Verlag, New York, 2004.
xiii 1330 pp. Price: $49.95 (hardcover). ISBN: 0-387-40556-9

This book is designed to serve as a text for an introductory course in
acoustics for physics or engineering students. Its primary focus is on the
basic physical principles and associated mathematics underlying acoustics
and some of its important applications.

The first edition of this text, published in 1995, consisted essentially of
a separate publication of the foundation chapters on vibrating systems and
sound waves contained in the first edition ofThe Physics of Musical Instru-
ments~Springer-Verlag, New York, 1991! by the same authors~with the
addition of an extra chapter on network analogs of acoustic systems, and
some problems.! The first nine chapters of this new edition are, except for
some slight revisions, the same as those in the first edition. However, in
order to meet student needs for more applications of basic principles, the
authors have added four new chapters.

In Part I of the book~Vibrating Systems!, Chap. 1 focuses on simple
vibrating systems and their mathematical representations, including re-
sponses to harmonic excitation, an introduction to some aspects of nonlinear
vibrations, and two-dimensional harmonic motions~Lissajous figures!.
Chapter 2 gives a comprehensive introductory account of vibrating strings

and bars, including the effects of stiffness, and motion of end supports. In
Chap. 3, the vibrations of rectangular and circular plates and membranes are
introduced, and in Chap. 4, the coupling of vibrating systems, including the
example of string-plate coupling, is discussed. This chapter also contains
very short descriptions of modal and finite element analyses and their litera-
ture. Part I is concluded by a very brief chapter on nonlinear systems.

Part II starts off with a fairly standard coverage of sound waves in air
~Chap. 6!, sound radiation~Chap. 7!, and pipes and horns~Chap. 8!. The
presentation in these chapters is mostly confined to the frequency-domain
case of steady-state harmonic excitation, but there is a brief summary of the
time-domain analysis approach of Schumacher, McIntyre and Woodhouse,
and Ayers at the end of Chap. 8. A leisurely introduction to acoustic network
analysis in Chap. 9 is followed by one of the new chapters on microphones,
loudspeakers, hydrophones, ultrasonic transducers, force transducers, and
accelerometers. The book concludes with three new chapters on sound in
three different environments—concert hall and studio, outdoor, and under-
water.

On the basis of its clear and concise exposition of a mix of basic and
applied subject matter, I would recommend this book for consideration as a
text in an introductory acoustics course. However, in the spirit of wanting to
see this text evolve into an even better one~perhaps in its next edition!, I
will make several recommendations.

First of all, several disconcerting statements, related to the fact that the
first eight chapters are excised from a larger work, should certainly be re-
moved. For example, on p. 70, in the discussion of the effect of air loading
on the modal frequencies of a kettle drum, there is reference to a further
discussion in Chap. 18~a chapter inThe Physics of Musical Sounds, but not
in this book!. In Chap. I, I would have liked to see the concept of a temporal
Green’s function introduced in the simple context of calculating the re-
sponse of a harmonic oscillator to a general excitation. This introduction
would have been a good entre to the later use of temporal Green’s functions
in Chap. 8. I also suggest adding a few lines of discussion to establish the
simple general rules for reading off harmonic frequency ratios from Lissa-
jous figures. In Chap. 2, the frequency analysis of plucked and struck strings
should be made more general by calculating analytically the Fourier ampli-
tudes of the string response for anarbitrary point of excitation~instead of
just a point at

1
5 of its length!, and, for example, relating the general result to

some of the ways that a guitarist is able to alter the timbre of a tone by
changing the plucking position. I think that Chap. 5 on nonlinear systems is
much too condensed to provide a good introduction to the various topics
covered to typical students with no previous experience to the analysis of
such systems. Also, there are no follow-up applications of the theory later in
the book. This chapter should be expanded. Finally, I suggest giving a more
fleshed-out development of the Sabine formula for reverberation time in
Chap. 11.

As I emphasized above, these suggestions constitute only minor
quibbles, and I again wish to acknowledge the overall excellence ofPrin-
ciples of Vibration and Soundas a solid text for introductory acoustics.

ARNOLD TUBIS
Purdue University
West Lafayette, Indiana 47907
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6,748,815

43.20.Ye METHOD FOR DETERMINING PARTICLE
SIZE

Malcolm J. W. Povey et al., assignors to Baker Hughes,
Incorporated

15 June 2004„Class 73Õ865.5…; filed 29 October 2002

‘‘... @I#t has been discovered that the size, concentration, and size dis-
tribution of small particles in a fluid can be derived from measurements of
acoustic speckle signals produced by the particles in response to input sig-
nals of acoustic energy. This...is especially significant because acoustic
speckle, particularly for energy of ultrasonic wavelengths, can be measured

very quickly and can be transmitted and sensed in optically opaque fluids.’’
This invention uses what has previously been seen as an annoyance in many
applications to measure fluid flow and particle size and concentration in
even opaque fluids. This technique can be used separately or in conjunction
with other particle measurement techniques.—NAS

6,736,687

43.30.Nb METHOD FOR DISCHARGING WASTE
GAS FROM SUBMARINES WITHOUT A SIGNATURE

Peter Hauschildt, assignor to Howaldtswerke-Deutsche Werft AG
18 May 2004„Class 440Õ89 B…; filed in Germany 9 December 2000

To obviate the problem of discharging exhaust gas from an onboard
electrical energy producing system in an underwater vehicle and hence to
reduce the radiated noise from that vehicle, the gas is dissolved inside a

turbulent, water-filled pipe. That water is then discharged, at ambient pres-
sure, back into the surrounding ocean.—WT

6,738,311

43.30.Vh SEABED SONAR MATRIX SYSTEM

Jacques Yves Guigne´, assignor to Guigne International, Limited
18 May 2004„Class 367Õ88…; filed 26 October 2000

A sonar system for probing the seabed comprises a linear array of
closely spaced transducers, each of which can be independently energized at
a sufficiently high frequency to produce narrow beams. The echoes from the
first beam are detected by an auxiliary sensor, whence another transducer in
the array is energized to produce a second beam directed on an adjacent area
of the seabed, etc. The array is moved perpendicularly to itself to implement
raster scanning. The display of echoes enables an operator to detect anoma-
lies indicating the presence of objects or a seabed condition of interest that
can then be examined more extensively.—WT

6,741,381

43.35.Sx MODIFIED TUNABLE ACOUSTO-OPTIC
FILTER

Marc Levenson and Robert Lodenkemper, assignors to Picarro,
Incorporated

25 May 2004„Class 359Õ285…; filed 8 November 2002

This patent relates to acousto-optic filter systems for filtering a light
beam by generating undiffracted and diffracted light beams within a bire-
fringent filter and by suppressing the diffracted beam within or at the face of
the crystal. When the two beams are noncollinear, an aperture provides
diffracted beam suppression. In the case where the two beams possess dif-
ferent polarization directions, the diffracted beam is suppressed by a polar-
ization analyzer, internal reflection of each beam in a Brewster angle at the
surface, or a suitably oriented multilayer thin film at the source. Variation of
the acoustic frequency provides tunability of the filter.—DRR
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6,741,382

43.35.Sx ACOUSTO-OPTIC ACTIVITY FOR
ACOUSTIC IMAGING

Milind M. Sonpatki, Wheeling, Illinois et al.
25 May 2004„Class 359Õ285…; filed 1 July 2003

Two acousto-optic media are combined to form a net medium having a
net acousto-optical property activity greater than that of the first medium
alone. The improvement is substantiated through measurements made at
specific viewing conditions and by selection of the second medium due to its
affect on at least one of three key properties of the net medium.—DRR

6,744,895

43.38.Dv LOUDSPEAKER

Kazumi Miyamoto and Masahito Furuya, assignors to Citizen
Electronics Company, Limited

1 June 2004„Class 381Õ182…; filed in Japan 9 May 2001

If one can increase the density of the magnetic flux in a voice coil
driving circuit, it is possible to increase the sound pressure from a loud-
speaker design, the coil length and coil current remaining the same, that is,
F5Bli . This is well known and expressly stated in the patent. When a
loudspeaker assembly has two voice coils, each coil driving its own dia-
phragm, where one diaphragm27 is used for a relatively broad-band signal,

such as speech, and the other diaphragm30 is used for a signal of more
modest bandwidth, such as the ring signals used for cell phones, the sound
pressure produced, by what is described as prior art, may not be sufficient
for the intended use. This invention uses two magnets,23 and 25, and a
novel pole piece22 to increase the flux density in the voice coil gaps. The
patent itself is extremely concise and to the point.—NAS

6,725,967

43.38.Ja LOW DISTORTION LOUDSPEAKER CONE
SUSPENSION

Stefan R. Hlibowicki, assignor to Audio Products International
Corporation

27 April 2004 „Class 181Õ172…; filed 10 October 2002

The half-roll cone suspension used in many loudspeakers typically has
a semicircular cross section. This patent argues that linearity can be im-
proved by making the height substantially greater than half the width. Ac-
tually, for special applications, the idea can be carried much farther than is
envisioned here, taking the form of a folded cuff. Such a transducer was
designed and built by JBL more than a quarter-century ago.—GLA

6,735,320

43.38.Ja ANGLED PORT LOUDSPEAKER

Stephen J. Gertner, Jr., Allentown, Pennsylvania
11 May 2004„Class 381Õ349…; filed 25 March 1996

In theory, the vent output of a vented loudspeaker system has a band-
pass characteristic, with response rolling off smoothly above resonance. In
practice, all sorts of high-frequency garbage can come out of the vent open

ing. From time to time, inventors try to make use of this energy instead of
suppressing it. In the case at hand, ‘‘...the direction of the angle of the port
can be used to control the bass output. For more release of the upper notes,
the port is directed at the center of the driver or speaker. For greater release
of lower notes, the port is directed at the edge of the speaker cone, and for
the deepest bass enhancement, the port is moved away from the cone or the
steepness of the angle is increased.’’ What could be more logical?—GLA

6,738,483

43.38.Ja OVERHEAD LOUDSPEAKER SYSTEMS

Robert W. Betts, assignor to Sonic Systems, Incorporated
18 May 2004„Class 381Õ160…; filed 11 October 2000

In this recessed ceiling speaker, woofer24 and tweeter25 are directed
toward conical reflector31. Nothing new thus far. However, ‘‘wave shaping

and controlling member’’23 is actually a plate with numerous teardrop-
shaped cutouts. Voila, ‘‘...a synergistic interaction is realized which produces
results heretofore believed to be unattainable.’’—GLA

6,739,425

43.38.Ja EVACUATED ENCLOSURE MOUNTED
ACOUSTIC ACTUATOR AND PASSIVE
ATTENUATOR

Steven Griffin et al., assignors to The United States of America as
represented by the Secretary of the Air Force

25 May 2004„Class 181Õ171…; filed 5 April 2002

The air in the back chamber of a loudspeaker enclosure20 is evacu-
ated to decrease its effective spring constant. A nonlinear stiffness support
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19 can support the large pressure loads across the diaphragm while simul-
taneously exhibiting a low stiffness on the order of that in conventional
suspensions. By these means, the natural frequency of the system can be
lowered so that the low-frequency response of the system is greatly en-
hanced. The patent is easy to follow, is straghtforward in its presentation,
makes reference to several standard texts, and provides a numerical example
of the described improvement in response.—NAS

6,744,902

43.38.Ja PORTED LOUDSPEAKER ENCLOSURE

Lucio Proni, assignor to JL Audio, Incorporated
1 June 2004„Class 381Õ386…; filed 10 July 2002

The autosound aftermarket is a huge business which is very competi-
tive. ‘‘Among the objectives of this invention~is! to provide an enclosure
for a loudspeaker which is visually acceptable in the environment of a
vehicle, which is economical to fabricate, and which effectively transmits
sound produced by loudspeakers mounted therein externally of the enclo-
sure.’’ Said invention is manifested by having a top panel, bottom panel,
front panel, and opposed end panels defining a hollow interior in which a
baffle is mounted to which a loudspeaker or loudspeakers are mounted. A
port is formed that shares a common exit toward which said loudspeaker~s!

are also aimed. There are many variations of this type of box in existence,
but the designer has made an astute application of construction. Specifically,
such designs can use groove-folded laminate~vinyl covered particle board
that folds using the vinyl as the hinge! for inner baffling and chambers and
carpet covered panels for visible surfaces. Said design lends itself to cost-
effective construction and compact size with significant commercial impli-
cations. It must also be said that the word ‘‘said’’ is the most common word
in the claims.—NAS

6,717,524

43.38.Kb VOICE ACQUISITION SYSTEM FOR A
VEHICLE

Jonathan E. DeLineet al., assignors to Donnelly Corporation
6 April 2004 „Class 340Õ815.4…; filed 15 October 2002

This disclosure involves methods of mounting microphones on a rear-
view mirror or other mounting along the upper edge of the windshield of a
car. Although multiple microphones are mentioned a couple of places in the
patent text and in the claims and are shown in the figures, there is no
mention of the well-developed technology for microphone array processing.
Similarly, there is no particular emphasis on methods of signal processing,

amplification, etc. A wide variety of mounts and attachments are
described.—DLR

6,731,760

43.38.Lc ADJUSTING A LOUDSPEAKER TO ITS
ACOUSTIC ENVIRONMENT: THE ABC
SYSTEM

Jan A. Pedersen, assignor to Bang & Olufsen AÕS
4 May 2004„Class 381Õ59…; filed in Denmark 2 November 1995

It is well known that a loudspeaker placed in a corner will produce
more powerful bass than if it is located well away from room boundaries.
Many powered loudspeaker systems include adjustable settings to modify
low frequency response in relation to room placement. Why not include a
sensor as part of the system and make such bass compensation automatic?

The advantage of such a method is that everything is included in a single
package. The disadvantage is that equalization cannot be optimized for a
particular listening location. This short, well-written patent describes an im-
proved all-in-one equalization method that is said to ‘‘...significantly in-
crease the certainty that the customer will always experience the quality
intended by the loudspeaker designer.’’—GLA

6,748,085

43.38.Lc COMPUTER SYSTEM WITH A COMMON
AUDIO INPUT FOR ITS AUDIO CIRCUITRY

Sung-Dong Yang, assignor to Samsung Electronics Company,
Limited

8 June 2004„Class 381Õ11…; filed in the Republic of Korea
6 May 1998

The patent deals with the simplification of input circuits on personal
computers. If a stereo signal is present~as with a ring-tip-sleeve connector!,

SOUNDINGS

2713J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Reviews of Acoustical Patents



the stereo input is actuated and the mono preamplifier is defeated. If a mono
device~e.g., a microphone! is detected, the stereo preamplifier is defeated.
The intention is to save battery power and to conserve valuable space along
the thin side edge of the PC case.—JME

6,704,706

43.38.Md METHOD AND SYSTEM FOR REDUCTION
OF QUANTIZATION-INDUCED BLOCK-
DISCONTINUITIES AND GENERAL PURPOSE
AUDIO CODEC

Shuwu Wu and John Mantegna, assignors to America Online,
Incorporated

9 March 2004 „Class 704Õ230…; filed 4 February 2002

A transform-based audio coder must divide the data into fixed sized
blocks. The block boundaries result in many audible artifacts. In this disclo-
sure, the inventors aim to reduce the quantization error due to the ‘‘Gibbs
leakage’’ at the window boundaries. Their solution is~a! to use bell shaped
weighting on samples across the boundary,~b! to apply efficient quantiza-
tion, and~c! to model any residual as stochastic noise. The algorithms are
given clearly inMATLAB ™ as well as text.—MK

6,728,585

43.38.Md PERSONAL ON-DEMAND AUDIO
ENTERTAINMENT DEVICE THAT IS UNTETHERED
AND ALLOWS WIRELESS DOWNLOAD OF
CONTENT

Chong Lim Neoh, assignor to FreeSystems Pte, Limited
27 April 2004 „Class 700Õ94…; filed 3 October 2001

This wireless headset includes digital memory and electronics cir-

cuitry, allowing locally stored audio to be played at the same time that
downloading is in process.—GLA

6,741,237

43.38.Md TOUCH SCREEN

David J. Benard et al., assignors to Rockwell Automation
Technologies, Incorporated

25 May 2004„Class 345Õ173…; filed 23 August 2001

A touch screen system is decribed in which surface acoustic waves are
generated across a substrate of the screen. In a typical case, a single trans-
mitter and at least two receivers are located along the edges of the substrate.
When a finger or other object is placed on the screen, reflections at the point

of contact disturb the reference pattern, allowing the specific location of the
contact point to be identified. Other aspects of the patent deal with system
accuracy and the logic involved in estimating the actual point of contact.—
JME

6,744,703

43.38.Md CONTINUOUS RECORDING APPARATUS
BY INTERPOLATING THE AUDIO SIGNAL
DURING SEEKING OPERATION

Atsushi Saito et al., assignors to Hitachi, Limited
1 June 2004„Class 369Õ30.18…; filed in Japan 27 February 2001

A modern disk generates noise when seeking from track to track as the
head is pushed by the linear motor. This noise would be audible if the disk
were close to the microphone. The inventors propose suspending audio re-
cording while seeking and then interpolating. Given a seek time of approxi-
mately 4 ms for a modern disk, this would be 384 samples at 96 k samples/s.
That’s a sizable gap. They do note that this gap may be impossible to
interpolate for some types of audio signals.—MK

6,744,971

43.38.Md INFORMATION SIGNAL RECORDING Õ
REPRODUCING APPARATUS AND METHOD
THEREOF

Tadashi Noguchi, assignor to Pioneer Corporation
1 June 2004„Class 386Õ95…; filed in Japan 14 September 1999

Although commercial TV networks don’t like it, video recorders can
be used to skip over commercials. The question for the home viewer is: can
the recorder automatically detect them? The inventor uses the time duration
as a first threshold. If the time difference is less than 5 min, then see if it is
a multiple of 30 s~due to network charges, commercial time is quantized!. If
so, then the playback can be advanced. Of course, this only works if the
storage medium has a directory. In addition, you can use the audio channel
status~stereo, mono! to make additional ‘‘commercial judgements.’’—MK
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6,749,507

43.38.Md ENTERTAINMENT APPARATUS AND
MONITOR DEVICE USED THEREIN

Ken Kutaragi et al., assignors to Sony Computer Entertainment
Incorporated

15 June 2004„Class 463Õ31…; filed in Japan 8 June 2000

This patent for the design of the Sony Playstation shows that a gaming
console can be constructed with a lid910containing LCD display911with

hinge 94 connected to the main box that has both audio and video
output.—MK

6,751,167

43.38.Md INFORMATION PLAYBACK APPARATUS

Yoichi Yamada et al., assignors to Pioneer Corporation
15 June 2004„Class 369Õ30.19…; filed in Japan 22 May 2001

Once again, a digital scratching player is described@see United States
Patent 6,687,193, reviewed in J. Acoust. Soc. Am.116~1!, 25 ~2004!#. The
patents describe how to use a large~64 Mbyte! ring buffer with read and
write pointers and varying pointer increments and decrements to produce
varying segments via a ‘‘digital thumb.’’—MK

6,728,374

43.38.Si TRANSMITTER ÕRECEIVER COMPRISING
BONE-CONDUCTION SPEAKER

Takeshi Takeda, assignor to Temco Japan Company, Limited
27 April 2004 „Class 379Õ433.02…; filed in Japan 25 May 1999

This hand-held handset for cellular telephones consists of a bone-
conduction receiver, a microphone, and a housing for associated electronics.
All three components are roughly the same size and the array can be dis-
guised as a piece of costume jewelry. During operation, the receiver is held
against the user’s forehead or cheek bone with the microphone adjacent to
the user’s mouth. The entire assembly can be cupped in one’s palm, facili-
tating inconspicuous, private voice communication—a feature that will
puzzle American cell phone owners.—GLA

6,738,485

43.38.Si APPARATUS, METHOD AND SYSTEM FOR
ULTRA SHORT RANGE COMMUNICATION

Peter V. Boesen, Des Moines, Iowa
18 May 2004„Class 381Õ312…; filed 7 November 2000

This patent is a continuation of eight previous filings extending over a
five-year span. The inventor envisions a kind of intelligent two-way per-
sonal voice information system, ‘‘...capable of receiving information, in-
cluding, but not limited to voice sound information and providing actions

based upon the particular information.’’ Numerous possible applications are
described, but to this reviewer, exactly what is patented is difficult to pin
down.—GLA

6,738,487

43.38.Si EARPHONE

Koji Nageno et al., assignors to Sony Corporation
18 May 2004„Class 381Õ322…; filed in Japan 31 May 1999

The performance and comfort of an earbud type earphone depend on
the particular ear in which it is inserted. This patent describes an improved
design which incorporates a resistive air leak to counteract the effects of
cavity resonances.—GLA

6,744,900

43.38.Si COMPLEX ACOUSTIC PATH AND
GASKET FOR USE WITH MICROPHONES

Julia Carol Turner et al., assignors to Mitel Knowledge
Corporation

1 June 2004„Class 381Õ355…; filed in the United Kingdom
14 September 1999

This fairly simple and straightforward patent deals with telephone
handsets and discusses improvements in transmitter construction and
response.—JME

6,731,765

43.38.Vk LOUDSPEAKER DEVICE

Hiromi Sotome, assignor to Yamaha Corporation
4 May 2004„Class 381Õ160…; filed in Japan 26 September 1996

By using sophisticated digital filtering to compensate for interaural
crosstalk, it is possible to reproduce multichannel stereo program material
from two loudspeakers placed close together. This patent asserts that such
close coupling provides an acoustical short circuit for certain signals that
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consequently fail to reach the listener’s ears. The invention is a partial bar-
rier 5 that is intended to reduce interaction between loudspeakers4 and to
stiffen the cabinet as well.—GLA

6,738,318

43.38.Vk AUDIO REPRODUCTION SYSTEM WHICH
ADAPTIVELY ASSIGNS DIFFERENT SOUND
PARTS TO DIFFERENT REPRODUCTION PARTS

Scott C. Harris, San Diego, California
18 May 2004„Class 369Õ2…; filed 5 March 2001

Individual channels of a multichannel recording system are assigned
on the basis of sonic qualities rather than individual sources or source loca-
tions. During playback, channels are routed to the available loudspeakers
best suited for the task.—GLA

6,741,273

43.38.Vk VIDEO CAMERA CONTROLLED
SURROUND SOUND

Richard C. Waters and Franklin J. Russell, Jr., assignors to
Mitsubishi Electric Research Laboratories Incorporated

25 May 2004„Class 348Õ61…; filed 4 August 1999

A video camera is used to record the positions of surround loudspeak-
ers in a listening space. The data are subsequently used to compute and

adjust signal level and delay values for each loudspeaker appropriate for the
selected listening position.—JME

6,741,965

43.38.Vk DIFFERENTIAL STEREO USING TWO
CODING TECHNIQUES

Osamu Shimoyoshi and Kyoya Tsutsui, assignors to Sony
Corporation

25 May 2004„Class 704Õ500…; filed in Japan 10 April 1997

This very elaborate patent appears to combine the advantages of sub-
band encoding and decoding with the basic simplicity of matrixing stereo
channel pairs with their equivalent sum and difference components. The
advantages lie partly in the fact that the difference channel normally has a
lower signal amplitude than the sum channel and thus may be encoded at a
lower data rate. With 37 figures and 61 claims, the patent makes for some
heavy reading.—JME

6,741,706

43.38.Wl AUDIO SIGNAL PROCESSING METHOD
AND APPARATUS

David Stanley McGrath et al., assignors to Lake Technology
Limited

25 May 2004„Class 381Õ22…; filed in Australia 25 March 1998

This patent deals with methods of delivering multichannel programs in
a variety of reproducing formats and playback settings. The basic ‘‘raw’’
tracks are convolved as needed to meet the individual requirements of head-
phone or loudspeaker listening. The impulse data required for the various
convolution operations can be simplified by a number of techniques de-
scribed in the patent. The document is very well written and could easily
serve as a guide for a workshop in digital signal processing.—JME

6,731,570

43.38.Zp SOUND DETECTION

Roger M. Langdon, assignor to BAE Systems Electronics Limited
4 May 2004„Class 367Õ149…; filed in the United Kingdom

6 February 1998

Enemy helicopter110 is hidden from armored vehicle112, but it pro-
duces sound waves117 that propagate into the atmosphere above. The in-
vention is an improved opto-acoustical method of sensing such sound waves

from a remote location by using a pulsed laser beam and then detecting
scattered light from the beam. Those interested in the field will find the
patent succinct and interesting.—GLA

6,742,960

43.40.Tm VIBRATORY COMPACTOR AND METHOD
OF USING SAME

Paul T. Corcoran et al., assignors to Caterpillar Incorporated
1 June 2004„Class 404Õ117…; filed 9 July 2002

According to this patent, vertical vibratory forces are produced in soil
compactors by oscillating masses that are moved by electrodynamic means.
The frequencies and amplitudes of the masses’ vibrations can be controlled
over much greater ranges than in compactors that rely on rotating unbal-
anced masses.—EEU
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6,742,998

43.40.Tm LINEAR COMPRESSOR WITH
VIBRATION CANCELING SPRING ARRANGEMENT

Sadao Kawaharaet al., assignors to Matsushita Electric
Industrial Company, Limited

1 June 2004„Class 417Õ416…; filed in Japan 19 July 2001

A spring-mounted piston is driven electromagnetically to oscillate axi-
ally within a sealed housing. A spring-mounted sleeve that surrounds the
piston and serves as its cylinder is similarly made to oscillate axially in the
housing, but in opposite phase to the piston’s vibration, resulting in reduced
vibration of the housing.—EEU

6,742,393

43.40.Vn VIBRATION CONTROL APPARATUS,
VIBRATION CONTROL METHOD, EXPOSURE
APPARATUS, AND DEVICE MANUFACTURING
METHOD

Hiroshi Ito, assignor to Canon Kabushiki Kaisha
1 June 2004„Class 73Õ662…; filed in Japan 26 February 2002

This patent relates to systems in which high-speed, high-accuracy con-
trol is required, such as in semiconductor exposure apparatus, machine tools,
and optical alignment devices. In such systems, the gain of the position
control system is set as high as possible in order to obtain fast positioning,
but this tends to induce elastic vibrations of key components. This leads to
increased control error or servo system instability. To overcome this prob-
lem, the elastic and the rigid-body vibrations of a key component are con-
trolled actively, using appropriate sensor, actuator, and controller
arrangements.—EEU

6,751,281

43.40.Yq MEASUREMENT SYSTEM OF TORSION
VIBRATION FOR REACTOR INTERNAL
PUMP

Naoto Hikida and Seiichi Matsumura, assignors to Hitachi,
Limited

15 June 2004„Class 376Õ372…; filed in Japan 19 July 2002

The pumps to which this patent refers consist of relatively long cylin-
drical housings that penetrate through openings in reactor vessels. An im-
peller is located on the pump’s end inside the vessel and a motor is located
in the pump’s cylindrical housing on the outside of the vessel. Torsional
vibrations of the housing about its axis are monitored by means of two
vibration sensors mounted near the housing’s outer end: a velocity sensor
senses motions perpendicular to the housing’s surface, and an accelerometer,
located at 90 degrees around the housing circumference from the first,
senses motions tangential to the housing’s surface. The accelerometer signal
is integrated, low-pass filtered, and subtracted from the signal that is ob-
tained from the velocity sensor to yield a measure of the housing’s torsional
vibrations.—EEU

6,742,381

43.40.Yq APPARATUS AND METHOD FOR
EVALUATING DAMPING PERFORMANCE OF
VIBRATION-DAMPING DEVICES

Hajime Maeno, assignor to Tokai Rubber Industries, Limited
1 June 2004„Class 73Õ11.01…; filed in Japan 12 March 2002

The system described in this patent appears to be intended for produc-
tion testing of dynamic absorbers and inertial dampers. The item to be tested
is mounted on the apparatus and an accelerometer is affixed to it. The item
then is struck by a hammer that is dropped from a controlled height and
caught so that it cannot rebound onto the test item. Performance of the test
item is evaluated from the time trace of the accelerometer output or from its
spectrum.—EEU

6,745,149

43.50.Gf ACOUSTICAL NOISE REDUCING
ENCLOSURE FOR ELECTRICAL AND ELECTRONIC
DEVICES

Todd W. Beeten, Nashville, Tennessee
1 June 2004„Class 702Õ132…; filed 3 July 2001

Although there appear to be many commercially available examples of

this type of device available~enter the appropriate keywords in your favorite
search engine!, a patent was issued nonetheless.—NAS

6,749,939

43.55.Wk COMPOSITION HAVING SEALING AND
SOUND DAMPENING PROPERTIES AND
METHODS RELATED THERETO

Umesh C. Desaiet al., assignors to PPG Industries, Ohio,
Incorporated

15 June 2004„Class 428Õ413…; filed 19 February 2002

The patent describes the composition of a sound damping coating that
can be sprayed onto a metal sheet in an automotive body shop.—CJR
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6,738,312

43.58.Dj ARRANGEMENT AND METHOD FOR
MEASURING THE SPEED OF SOUND

Kah Chye Tan et al., assignors to Addest Technovation Pte
Limited

18 May 2004„Class 367Õ89…; filed 16 April 2003

This patent describes a low-cost system for measuring the speed of
sound in air, suitable for high school science classes and demonstrations. A

fairly simple device is connected to an ordinary personal computer. Micro-
phone408picks up transmitted wave405and then reflected wave409. The
signals are digitally generated and processed by the computer, which then
derives sound speed from the round-trip transit time. Although the method
described is intended to be more accurate than prior art, many science teach-
ers may feel that it leaves much to be desired both in terms of accuracy and
educational potential.—GLA

6,751,322

43.60.Dh ACOUSTIC MODELING SYSTEM AND
METHOD USING PRE-COMPUTED DATA
STRUCTURES FOR BEAM TRACING AND PATH
GENERATION

Ingrid B. Carlbom et al., assignors to Lucent Technologies
Incorporated

15 June 2004„Class 381Õ63…; filed 2 October 1998

The technique of auralization has grown in importance over the last
two decades as methods have been refined and the effects of diffraction and
scattering have been more accurately modeled. The patent describes in co-
pious detail a technique of beam tracing that makes use of a number of

previously solved ‘‘cells’’ in the analysis structure. The method allows for
‘‘real-time computation and auralization of propagation paths to an arbitrary
receiver location.’’ The patent is a model of organization and instruction.—
JME

6,748,086

43.60.Fg CABIN COMMUNICATION SYSTEM
WITHOUT ACOUSTIC ECHO CANCELLATION

Saligrama R. Venkatesh and Alan M. Finn, assignors to Lear
Corporation

8 June 2004„Class 381Õ71.4…; filed 19 October 2000

The patent deals with the problems of providing speech reinforcement
in the cabin of a multipassenger van via two or more loudspeakers. Using
beamforming to produce a complex pattern of response peaks and nulls, the

microphone array will track the primary signal from, say, the driver, while
adaptively steering the delayed signals~from the loudspeakers! into null
zones of the microphone array. The approach is distinctly different from that
of echo cancellation.—JME

6,748,088

43.60.Fg METHOD AND DEVICE FOR OPERATING
A MICROPHONE SYSTEM, ESPECIALLY IN A
MOTOR VEHICLE

Klaus Schaaf, assignor to Volkswagen AG
8 June 2004„Class 381Õ92…; filed in Germany 23 March 1998

The patent deals with the synthesis of a primary talker’s virtual micro-
phone in an automotive environment. The virtual microphone is composed
of the outputs of a set of noncollinear and noncoplanar microphone trans-
ducers spaced in the environment. When speech signals are received at these
transducers, they are adaptively aligned in time, thus defining the virtual
microphone. All other sounds originating in the environment will arrive at
the transducers randomly, resulting in an improved signal-to-noise ratio for
the primary talker. The ‘‘virtual’’ microphone’s output can then be used for
hands-free communication via cell phone.—JME

6,743,175

43.60.Qv VOICE-ENHANCED DIAGNOSTIC
MEDICAL ULTRASOUND SYSTEM AND REVIEW
STATION

Jeffrey M. Greenberg, assignor to Acuson Corporation
1 June 2004„Class 600Õ437…; filed 26 November 2002

This is a system designed to augment ultrasound diagnostic procedures
by providing the user a voice-activated interaction with the imaging system
or review station so that he/she can issue verbal commands instead of using

a mouse, keyboard, or other type of user interface that requires physical
manipulation by the user. Voice feedback can also be used to allow the
imaging system or review station to facilitate communication with a user.—
DRR
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6,704,413

43.66.Lj AUDITORY USER INTERFACE

William A. Weeks and Bruce E. Balentine, assignors to
Plantronics, Incorporated

9 March 2004 „Class 379Õ374.01…; filed 25 October 1999

This patent covers the idea of using sounds as user feedback for spe-
cific device functions, as an aid to using a device without having to look at
a display. In essence, each major device action would have its own little
‘‘theme song.’’ The brief bits of sound are cleverly referred to as ‘‘earcons.’’
Patterns of device functions or modes would be represented by specific
sound qualities, such as the musical scale, timbre, duration, loudness, and
combinations of these. Uses would include eyes-busy tasks, such as driving
a vehicle, and applications for the visually impaired.—DLR

6,741,712

43.66.Ts TIME-CONTROLLED HEARING AID

Nikolai Bisgaard, assignor to GN ReSound AÕS
25 May 2004„Class 381Õ312…; filed in Denmark 8 January 1999

To facilitate a hearing aid leasing program, a counter and nonvolatile
storage are used to keep track of the time for which the hearing aid has been
in use. When this time reaches a preset limit signifying that the subscription
has expired, a special function is initiated, such as deactivating the hearing
aid. The wearer can reactivate the hearing aid and update its programs by
contacting a dispenser via the Internet.—DAP

6,741,713

43.66.Ts DIRECTIONAL HEARING DEVICE

M. M. Boone et al., assignors to Sonionmicrotronic Nederlan B.V.
25 May 2004„Class 381Õ313…; filed 17 December 1998

The outputs of two hearing aid microphones are fed to a summer
hooked to a proportional amplifier and to a difference circuit connected to an

integrator. The proportional and integrator signal outputs are added in a third
summer. The result is said to be a flat frequency response and a nearly
constant directivity index across frequency. The invention may be used with
a third microphone by providing another proportional-integral processor,
low- and high-pass filters, and a fourth summer.—DAP

6,741,714

43.66.Ts HEARING AID WITH ADAPTIVE
MATCHING OF INPUT TRANSDUCERS

Lars Baekgaard Jensen, assignor to Widex AÕS
25 May 2004„Class 381Õ313…; filed in Denmark 4 October 2000

Signal processing in a hearing aid is modified depending on the type of

signal received by the hearing aid microphones. For example, if at least one
of the microphone inputs is dominated by distortion produced by clipping or
noise caused by wind, a correlation detector generates a control signal that
temporarily switches the directional system formed by two omni-directional
microphones to an omni-directional characteristic.—DAP

6,744,897

43.66.Ts HEARING AID

André Vonlanthen, assignor to Phonak AG
1 June 2004„Class 381Õ322…; filed in the World IPO

8 November 1999

Wax clogging up the output tubing of hearing aids and their speakers
~receivers! is a major problem with current hearing aid fittings. This patent

describes a special hearing aid receiver implemented with two ports so as to
enable flushing out debris in the receiver and its tubings.—DAP
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6,748,092

43.66.Ts HEARING AID WITH IMPROVED
PERCENTILE ESTIMATOR

Lars Baekgaard, assignor to Widex AÕS
8 June 2004„Class 381Õ313…; filed 1 December 1998

In prior art, intense noise input signals increase the percentile estimate
on the input signal, thereby reducing the hearing aid gain for an elongated
period, which may result in loss of audibility immediately after the signal
level suddenly drops. A faster acting percentile estimation is achieved with a
second control-integrator stage that sets up a predefined threshold for
changes in the first control stage output. Thus gain and/or frequency re-
sponse for speech signals is held constant even in rapidly changing acous-
tical environments.—DAP

6,741,716

43.66.Ts AFFIXED BEHIND-THE-EAR CHILD
RESISTANT VOLUME CONTROL COVER

Nelson Morales and Kyle Ayen, assignors to Starkey Laboratories,
Incorporated

25 May 2004„Class 381Õ330…; filed 19 February 2002

A cover protects the volume control on a hearing aid from being

changed by preventing access of a human finger. The cover need not be
removed for adjustment of the control by a tool.—DAP

6,741,715

43.66.Ts DIGITAL HEARING AID WITH A VOLTAGE
CONVERTER FOR SUPPLYING A REDUCED
OPERATION VOLTAGE

Henning Haugard Andersen, assignor to Widex AÕS
25 May 2004„Class 381Õ323…; filed in Denmark 7 January 2000

To increase battery life, portions of digital hearing aid integrated cir-
cuitry that are less sensitive to supply voltage variations may be operated at
lower voltage as long as the battery exceeds a certain minimum voltage. A
switched step-down voltage converter connected to the power source pro-
duces the reduced supply voltage.—DAP

6,751,325

43.66.Ts HEARING AID AND METHOD FOR
PROCESSING MICROPHONE SIGNALS IN A
HEARING AID

Eghart Fischer, assignor to Siemens Audiologische Technik GmbH
15 June 2004„Class 381Õ313…; filed in Germany 29 September 1998

The directional characteristic of a hearing aid is modified adaptively
depending on the microphone input signals received. For example, the lo-

cation of a null in the directional polar pattern may be varied to reduce noise
or a noise reduction algorithm may be performed by the signal processor.—
DAP

6,751,326

43.66.Ts VIBRATION-DAMPENING RECEIVER
ASSEMBLY

Henry G. Nepomuceno, assignor to Knowles Electronics, LLC
15 June 2004„Class 381Õ322…; filed 15 March 2001

A hearing aid receiver has an inner and outer case structure. The re-
ceiver structure is suspended on mounts made of damping material within
the inner casing to reduce vibration conducted from the receiver to the
hearing aid housing.—DAP
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6,751,505

43.66.Ts METHOD AND APPARATUS FOR
OPTIMIZING THE OPERATION OF A COCHLEAR
IMPLANT PROSTHESIS

Chris Van Den Honert et al., assignors to Cochlear Limited
15 June 2004„Class 607Õ57…; filed in Australia 3 March 1999

The operation of a cochlear implant is adjusted to maximize perfor-

mance based on at least one neural response from at least one electrode.—
DAP

6,745,162

43.72.Gy SYSTEM AND METHOD FOR BIT
ALLOCATION IN AN AUDIO ENCODER

Fengduo Hu, assignor to Sony Corporation; Sony Electronics,
Incorporated

1 June 2004„Class 704Õ200.1…; filed 23 October 2000

A method is proposed for allocating bits in an audio encoder which
would reduce the frequency and magnitude of audio artifacts added by the
encoding process. After the audio signal is filtered into subbands and a

masking threshold is generated for each subband, bit allocation criteria are
applied to each subband based on the signal to masking ratios of successive
subbands.—DAP

6,697,780

43.72.Ja METHOD AND APPARATUS FOR RAPID
ACOUSTIC UNIT SELECTION FROM A
LARGE SPEECH CORPUS

Mark Charles Beutnagel et al., assignors to AT&T Corporation
24 February 2004„Class 704Õ258…; filed 25 April 2000

High-quality speech synthesis by concatenation requires a very large
database of fragments of speech to be joined at runtime into the final utter-
ance. Information relating to specific pairs of fragments grows as the square
of the database size. But substantial savings can be achieved by keeping
such information for only the most frequently used pairs. Here, it is not the
details of concatenation that are saved, but the cost of computing those

details, which itself is expensive to compute and enters into the selection of
fragments to be used for a particular synthesis operation.—DLR
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6,697,781

43.72.Ja METHOD AND APPARATUS FOR
GENERATING SPEECH FROM AN ELECTRONIC
FORM

William H. Sahlberg, assignor to Adobe Systems Incorporated
24 February 2004„Class 704Õ260…; filed 16 January 2001

Screen reader programs, designed to scan the text displayed on a com-
puter screen and present that text in a form usable by other programs, have
generally not been very successful in driving speech synthesizers when the
application screen display involves a form to be filled out online. This patent
describes a few extra layers of coding to interpret the contents of the form,
to inquire what particular screen reader, if any, is active, what type of speech
synthesis system, if any, is available, and to manage the conversion of items
into the form of text suitable for the speech synthesizer.—DLR

6,701,295

43.72.Ja METHODS AND APPARATUS FOR RAPID
ACOUSTIC UNIT SELECTION FROM A LARGE
SPEECH CORPUS

Mark Charles Beutnagel et al., assignors to AT&T Corporation
2 March 2004 „Class 704Õ258…; filed 6 February 2003

This patent is nearly identical to United States Patent 6,697,780, filed
three years earlier and reviewed above, except that the claims have been
rewritten, breaking the process down into finer steps, apparently to broaden
the coverage.—DLR

6,704,699

43.72.Ja LANGUAGE ACQUISITION AIDE

Einat H. Nir, Rosh Ha’Ayin, Israel
9 March 2004 „Class 704Õ2…; filed 6 September 2001

This device is an assistant in learning a foreign language. It includes
an OCR text scanner, a musical score reader, translation software, a phonetic
dictionary for the target language, a sound recording device, and text-to-
speech synthesis software. The user is supposedly able to learn proper pro-
nunciation of the language by using the device.—DLR

6,707,985

43.72.Ja APPARATUS FOR RECORDING AND ÕOR
PLAYING BACK CATALOG INFORMATION
WITH AUDIO USING A RECORDING MEDIUM

Jung-wan Ko et al., assignors to Samsung Electronics Company,
Limited

16 March 2004„Class 386Õ96…; filed in the Republic of Korea
6 March 1998

This patent describes a system for organizing and creating a DVD disk
which would contain the product catalog information for a company. Play-
ing the DVD, perhaps in a user’s home video system, would provide re-
corded audio descriptions of the products as they were viewed on the screen.
Audio, video, and still snapshots are each stored in separate areas on the
disk. Much of the short patent and the claims deal with how the various
types of information about a product are managed to produce an attractive
product presentation.—DLR

6,708,152

43.72.Ja USER INTERFACE FOR TEXT TO SPEECH
CONVERSION

Mika Kivima¨ki, assignor to Nokia Mobile Phones Limited
16 March 2004„Class 704Õ260…; filed in the United Kingdom

30 December 1999

Intended for use in a PDA, cell phone, or similar small hand-held
device, the patented concept here is a speech-playback-based system for
navigating through a large amount of text displayed on a very small screen.
Aids intended to make the method easier to use include control of the speech
playback rate, backing up and stepping forward through the text, and jump-
ing around in various ways through the text. Voice control of the device is
not considered here.—DLR

6,711,539

43.72.Ja SYSTEM AND METHOD FOR
CHARACTERIZING VOICED EXCITATIONS OF
SPEECH AND ACOUSTIC SIGNALS, REMOVING
ACOUSTIC NOISE FROM SPEECH, AND
SYNTHESIZING SPEECH

Greg C. Burnett et al., assignors to The Regents of the University
of California

23 March 2004„Class 704Õ223…; filed 8 May 2001

While describing a system for speech synthesis, this patent also covers
a method of vocal tract analysis using electromagnetic~EM! as well as
acoustic sensors to recover articulatory information to be used in the syn-
thesis. An EM sensor detects submillimeter motions of tissue boundaries in
the sub- or supra-glottal regions. The resulting data can be processed to
yield a glottal excitation function. Similar EM sensors detect voicing, phar-

ynx enlargement, jaw motions, and other motions. Kalman filtering and
other DSP techniques are used to remove noise and extract the speech func-
tions. The information may then be adapted in various ways and used to
synthesize speech.—DLR
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6,711,542

43.72.Ja METHOD OF IDENTIFYING A LANGUAGE
AND OF CONTROLLING A SPEECH
SYNTHESIS UNIT AND A COMMUNICATION
DEVICE

Wofgang Theimer, assignor to Nokia Mobile Phones Limited
23 March 2004„Class 704Õ257…; filed in Germany

30 December 1999

This device receives text, such as from a network interface, and, based
on single, 2-gram, and 3-gram letter-frequency statistics, determines the
language represented by the text sample. A speech synthesizer is then con-
figured to render the text into speech output in that language. Rating the
observed letter frequencies according to statistics for the extant list of lan-
guages, the system determines when a previously untrained language is
encountered or, if the language is already trained, uses the counts to update
the stored reference data for that language.—DLR

6,704,709

43.72.Ne SYSTEM AND METHOD FOR IMPROVING
THE ACCURACY OF A SPEECH RECOGNITION
PROGRAM

Jonathan Kahn et al., assignors to Custom Speech USA,
Incorporated

9 March 2004 „Class 704Õ235…; filed 26 July 2000

Intended to ease the task of preparing training speech materials for a
recognizer, this device would allow iterative steps of recognizing a prepared
voice recording and having the user check the result, correcting individual
words as required. In this way, a database is gradually built up of correctly
recognized speech together with files of the matching text. One notes that
the system is to be implemented on a computer, requiring that the busy user,
who didn’t have time to record the training speech in the first place, now
gets to sit and listen to the computer, correcting errors as it reads.—DLR

6,704,710

43.72.Ne ASSIGNING MEANINGS TO UTTERANCES
IN A SPEECH RECOGNITION SYSTEM

Robert Don Strong, assignor to Apple Computer, Incorporated
9 March 2004 „Class 704Õ255…; filed 12 October 2001

The term ‘‘language model’’~LM !, as used in this patent, refers to a
finite state grammar constructed on the fly to cover the set of utterances
which may be expected at a particular point in the user/machine dialogue at
hand. The term ‘‘speech rule’’~SR! is used for the system by which an
utterance covered by a LM is associated with an action~or list of actions! to

be performed by the system. SRs may be nested. For example, one SR
would describe how to associate the number 43 with the utterance ‘‘forty
three.’’ That SR could then be included within another SR. This reviewer
found the descriptions of the basic word semantics to be somewhat sketchy,
although, given the limited domain of computer operations as the intended
subject matter, perhaps this reviewer was expecting too much.—DLR

6,718,303

43.72.Ne APPARATUS AND METHOD FOR
AUTOMATICALLY GENERATING PUNCTUATION
MARKS IN CONTINUOUS SPEECH
RECOGNITION

Donald T. Tang et al., assignors to International Business
Machines Corporation

6 April 2004 „Class 704Õ235…; filed in China 13 May 1998

One of the difficult aspects of speech-to-text recognition is the inser-
tion of proper punctuation. Prior dictation systems have, at times, required
the user to speak the punctuation marks explicitly, as in, ‘‘left quote stop
comma right quote he said period.’’ This is very hard to do at all and nearly
impossible to get right. This recognition system uses two approaches to
insert punctuation. First, speech noises, such as breath and lip smack, are
recognized and maintained as markers in the word stream. Similarly, the
duration of silence between words is noted, including, when needed, a ‘‘no
pause’’ marker. These annotations are referred to as ‘‘pseudo noise.’’ Sec-
ond, a statistical analysis of a large amount of properly punctuated text
results in a language model of punctuation usage probabilities within word
usage patterns. Conditional probabilities are then computed for the occur-
rence of specific punctuation marks given the presence of a certain pseudo
noise.—DLR

6,718,304

43.72.Ne SPEECH RECOGNITION SUPPORT
METHOD AND APPARATUS

Mitsuyoshi Tachimori and Hiroshi Kanazawa, assignors to
Kabushiki Kaisha Toshiba

6 April 2004 „Class 704Õ236…; filed in Japan 30 June 1999

This voice-controlled vehicle navigation system first accepts a phrase
in the user’s speech input, then constructs a probable word sequence using
the recognizer. The phrase is analyzed to determine a location on the map
most likely intended as the speech referent. The distance from that point to
a reference map point is computed and, if that distance exceeds a preset
threshold, the user is asked for confirmation of the intended map location.—
DLR

6,718,307

43.72.Ne SPEECH INPUT DEVICE WITH
ATTENTION SPAN

Vincentius P. Buil et al., assignors to Koninklijke Philips
Electronics N.V.

6 April 2004 „Class 704Õ270…; filed in the European Patent Office
6 January 1999

This patent involves methods for automatic shutdown of a speech rec-
ognition system when that system is not in use. A miminal recognition
capability for some sort of startup command is maintained during the shut-
down period. It should be clarified here that the shutdown mode is not
intended as a power saving device, but rather as a way to insure that the
system does not respond inappropriately to casual speech not directed to the
recognition system. Shutdown may occur after a timeout as well as by
recognition of a specific shutdown command. The system produces distinc-
tive sounds marking the transitions to the active and inactive states.—DLR
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6,741,791

43.72.Ne USING SPEECH TO SELECT A POSITION
IN A PROGRAM

Ben S. Wymoreet al., assignors to Intel Corporation
25 May 2004„Class 386Õ46…; filed 31 January 2000

Spoken commands are recognized to select a position in an audio-

visual program, thereby improving on the control functions normally avail-
able with remote controls.—DAP

6,747,202

43.75.Gh SOUND GENERATING SYSTEM
PRODUCING SOUND FROM VIBRATIONS IN
MUSICAL INSTRUMENT THROUGH NATURAL
MICROPHONE SIMULATION

Ryuichiro Kuroki, assignor to Yamaha Corporation
8 June 2004„Class 84Õ737…; filed in Japan 29 June 2001

The patent author wants to morph an electric guitar into an acoustic
guitar. Without saying so, he employs a Schroeder style reverberator to
emulate the resonance of the body. It’s a pity that he didn’t consider the
actual body impulse response or the papers by Penttinenet al., that show
how to do it accurately.—MK

6,740,036

43.80.Qf OPTICAL AND ULTRASOUND PROBE
FOR MONITORING BLOOD VOLUME CHANGES

Lian-Pin Lee and Jen-Shih Lee, both of Charlottesville, Virginia
25 May 2004„Class 600Õ437…; filed 18 October 2002

This is a multifunctional apparatus to evaluate the compressibility,
density, and hematocrit of blood. The device incorporates an optical ultra-
sonic probe that is clipped onto tubing in which blood is flowing. The probe
contains a combination of ultrasound transducers, a light-emitting diode, and
photodiodes. An indicator medium is injected into the bloodstream at one or
more points in time. A transducer emits ultrasound waves that pass through
the bloodstream to be received by another transducer. The phase shift is
assessed which results from the ultrasound’s passing through the blood-
stream. A linear relationship between compressibility and density and a cali-
bration with two other fluid media allow changes in blood density to be
calculated from changes in the phase shift. The optical aspect of the blood
evaluates the hematocrit. Prior to clinical assessment, an on-line saline in-

jection procedure and the resultant change in density are employed to cali-
brate the hematocrit in terms of optical density. This cardiovascular moni-
toring will reportedly be useful for evaluating how complications develop
during hemodialysis or whether a post-trauma fluid replacement or therapy
might help to mitigate the complications.—DRR

6,741,879

43.80.Qf ACOUSTIC GATING MONITOR FOR
MAGNETIC RESONANCE IMAGING SYSTEM

Hsu Chang, assignor to Toshiba America MRI, Incorporated
25 May 2004„Class 600Õ413…; filed 6 May 2003

This device relates to magnetic resonance imaging~MRI! that is trig-
gered and/or synchronized with sensors to detect physiological conditions
such as a heartbeat, blood pulse, or respiration rate. The MRI system pro-
vides an audible feedback signal in the gantry room triggered by a physi-
ological sensor on the patient. The feedback signal is a sound generated by
one of the MRI gradient coils. The application of the sequence causes the
coil to emit a sound that is indicative of the sensor output signal.—DRR

6,741,883

43.80.Qf AUDIBLE FEEDBACK FROM POSITIONAL
GUIDANCE SYSTEMS

Philip L. Gildenberg, assignor to Houston Stereotactic Concepts,
Incorporated

25 May 2004„Class 600Õ429…; filed 28 February 2002

Stereotactic surgery is a technique for localizing a target in surgical
space. The use of stereotactic instrumentation based on tomographic imag-
ing is conventional in surgery. When used for brain or other neurosurgery,
such methods may entail attaching a headring apparatus to acquire imaging
data where the data are spatially related to the headring. Current technology
also allows the use of a frameless system to provide a visual reference in the
operating room. Again, with brain surgery as an example, fiducial markers
are placed around the patient’s head so as to be apparent on the pre-
operative MRI or computerized tomography~CT! scans. A computer com-
pares the marker information to that from previous images. The actual lo-

cation of the patient’s head may thus be registered to, and correlated with
the computerized three-dimensional head reconstruction. As described in
this patent, a computer-based system generates audible feedback~to supple-
ment visual and tactile feedback! to a surgeon moving the tip of a probe in
a surgical field with respect to the volume of interest such as a tumor. Other
surgical embodiments include generating audible feedback to assist with the
precise insertion of a pedicle screw, inserting a biopsy cannula or electrode
into the brain, and the like. The feedback may vary in numerous ways, such
as tone, volume, pattern, and/or style, as the probe and/or instrument moves
relative to the features of interest.—DRR

SOUNDINGS
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6,743,174

43.80.Qf ULTRASONIC DIAGNOSTIC IMAGING
SYSTEM WITH AUTOMATICALLY CONTROLLED
CONTRAST AND BRIGHTNESS

Gary Ng and Brian Hendee Smith, assignors to Koninklijke
Philips Electronics N.V.

1 June 2004„Class 600Õ437…; filed 1 April 2002

In the process of imaging abdominal regions, a clinician will obtain
dozens of ultrasonic images of different organs at different depths. Conse-
quently, the ultrasonic echoes obtained by such scannings will result in
various echo levels yielding images of differing brightness. This leads the
clinician to make frequent adjustments of the display. For instance, if the
deepest portion of an image is unusually dark, the clinician will adjust the
time gain compensation~TGC! setting to provide more gain in the image of
greater depths. If the image is too bright or too dark, the clinician will adjust
the overall gain control. A noisy image~which occurs in fluid-filled regions
such as the gall bladder!, may lead to dynamic range adjustments. To ease

this task of constant adjustment, an ultrasonic system is provided which
automatically compensates for variations in brightness or contrast by com-
puting offsets to a nominal TGC curve to compensate for depth attenuation,
then applying the offsets to the TGC curve to subsequent images. Image
dynamic range is analyzed by comparison with a reference image. Overall
system gain is adjusted for substantially uniform image production based on
the compression function used to reduce the dynamic range.—DRR

6,743,177

43.80.Qf PUNCTURING NEEDLE GUIDE,
ULTRASONIC PROBE, AND ULTRASOUND
IMAGING APPARATUS

Hiroki Ito, assignor to GE Medical Systems Global Technology
Company, LLC

1 June 2004„Class 600Õ461…; filed in Japan 10 April 2002

When a biopsy is performed on a patient’s intracorporeal tissue, a
puncturing needle penetrates at the site of a real-time, ultrasound-based
tomographic image of the lesion. A needle guide attached to the ultrasonic
probe has a through hole, i.e., a guide hole having an ultrasound
transmitting/receiving member in its distal end. In this version of the device,
the needle guide enables penetration in several directions, through a plate-
like body whose width diminishes gradually from one end to the other.
Multiple holes are formed at one end and a single hole is formed in an end
surface of the plate-like body, through which a puncturing needle can be
passed.—DRR

6,746,402

43.80.Qf ULTRASOUND SYSTEM AND METHOD

E. Tuncay Ustuner, assignor to E. Tuncay Ustuner
8 June 2004„Class 600Õ462…; filed 19 December 2002

This is a re-configuration of an ultrasonic system adapted for use by
surgeons. In one embodiment, the system includes a wearable ultrasonic
probe in combination with a display positioned within the sterile operable
field and coupled through a processor to a probe. In one particular embodi-

ment, the probe, display, and processor of a completely wearable ultrasound
system are worn on the surgeon’s hand. In other embodiments, the display is
worn by the surgeon but not positioned within the sterile operable field, or
the display is carried by an articulated arm and positioned near the surgical
site.—DRR

6,749,572

43.80.Qf TRANSESOPHAGEAL ULTRASOUND
PROBE HAVING A ROTATING ENDOSCOPE SHAFT

Stephen Dodge Edwardsen and Dag Jordfald, assignors to GE
Medical Systems Global Technology Company, LLC

15 June 2004„Class 600Õ459…; filed 10 December 2002

This transesophageal ultrasound probe is used to image internal struc-
tures. The probe contains a rotating endoscope possessing an imaging ele-
ment mounted on the distal end of the rotating shaft. The probe also incor-
porates a control handle for manipulating the imaging controls and a rotation

tube that extends through the rotating endoscopic shaft and into the control
handle. The rotation control wheel is affixed to the rotating tube so that
manual rotation of the control wheel causes the tube, the shaft, and thus, the
imaging element to likewise rotate.—DRR

SOUNDINGS

2725J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Reviews of Acoustical Patents



6,740,039

43.80.Sh METHODS AND APPARATUS FOR
DISPLAYING INFORMATION RELATING
TO DELIVERY AND ACTIVATION OF A
THERAPEUTIC AGENT USING ULTRASOUND
ENERGY

Patrick G. Rafter and Susan E. Beiter, assignors to Koninklijke
Philips Electronics N.V.

25 May 2004„Class 600Õ439…; filed 17 May 2000

This apparatus delivers a therapeutic agent to a region of interest using
a contrast agent and activates the therapeutic agent via ultrasound energy.
An ultrasound imaging system generates an image of the region of interest
and ultrasound energy destroys the microbubbles of the contrast agent. Para-
metric data are acquired indicative of the activation of the therapeutic agent
in the region of interest and a parametric display is generated. One or more
of the parameters may be adjusted, either manually based on the parametric
display or automatically based on the acquired parametric data.—DRR

6,748,944

43.80.Sh ULTRASONIC DOSAGE DEVICE AND
METHOD

Michael Anthony DellaVecchia, Berwyn and Claude Pezzopane,
Honeybrook, both of Pennsylvania

15 June 2004„Class 128Õ200.16…; filed 3 May 2000

This ultrasonic dosage device is a portable, hand-held dosage dis-
penser and cartridge, which ultrasonically nebulizes a liquid, a gel, a pow-
der, or a combination of such for inhalation by the user. The device contains
an enclosure for providing medication in the form of a nebulized mist, with
an energy source for applying electrical energy to a vibration device. An

assembly attaches to the enclosure and has a membrane deployed between
the vibration device and the medication. A switch-activated device vibrates
the membrane, thereby converting the medication into a mist that is dis-
pensed into the patient’s respiratory system.—DRR

6,740,040

43.80.Sh ULTRASOUND ENERGY DRIVEN
INTRAVENTRICULAR CATHETER TO TREAT
ISCHEMIA

Evgenia Mandrusov et al., assignors to Advanced Cardiovascular
Systems, Incorporated

25 May 2004„Class 600Õ439…; filed 30 January 2001

This device is intended to improve blood flow to an ischemic region~a
myocardial ischemia, for example!. An ultrasonic transducer is placed near
the ischemic region. Ultrasonic energy above 1 MHz is applied to create one
or more thermal lesions in the ischemic region of the myocardium. The

thermal lesions may constitute a series of different sizes. The transducer can
have a curved shape so that the emitted ultrasound energy converges to a
site within the myocardium so as to generate a lesion without injuring the
epicardium or the endocardium.—DRR

6,730,033

43.80.Vj TWO DIMENSIONAL ARRAY AND
METHODS FOR IMAGING IN THREE DIMENSIONS

Lin Xin Yao and Todor Sheljaskow, assignors to Siemens Medical
Systems, Incorporated

4 May 2004„Class 600Õ443…; filed 16 May 2002

A transducer array without beamforming circuitry in the probe is used
to achieve a high scan rate with a limited number of channels. A fan beam is
transmitted in a scan plane from array elements that extend laterally along
the aperture. Rows of these long elements in elevation permit electronic

SOUNDINGS
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steering of the fan beam in the elevation dimension. One or more rows of
smaller receive elements are used to form beams along scan lines in the
lateral dimension. Resolution in elevation is provided primarily from trans-
mit elements spaced in elevation and partially from rows of laterally spaced
receive elements.—RCW

6,740,034

43.80.Vj THREE-DIMENSIONAL ULTRASOUND
IMAGING SYSTEM FOR PERFORMING RECEIVE-
FOCUSING AT VOXELS CORRESPONDING
TO DISPLAY PIXELS

Jae Sub Hwang and Tai Kyong Song, assignors to Medison
Company, Limited

25 May 2004„Class 600Õ437…; filed in the Republic of Korea
27 April 2001

Voxels to be displayed are spatially interpolated using signals from

temporally and spatially adjacent frames.—RCW

6,740,037

43.80.Vj HIGH FREQUENCY ULTRASONAGRAPHY
UTILIZING CONSTRUCTIVE INTERFERENCE

Myron R. Schoenfeld, Scarsdale, New York
25 May 2004„Class 600Õ437…; filed 10 December 2002

Discrete, narrow-beam ultrasound transducer elements are phased so
that multiple single-frequency ultrasonic beams produced by the transducer
add constructively at a focal point.—RCW

6,749,554

43.80.Vj MEDICAL TOOLS AND DEVICES WITH
IMPROVED ULTRASOUND VISIBILITY

Robert Allen Snow et al., assignors to Amersham PLC
15 June 2004„Class 600Õ3…; filed in the United Kingdom

17 June 1999

Enhanced ultrasonic visability is achieved using a coating that is ul-
trasonically discontinuous, using a matrix material with high ultrasonic con-
trast, or using a liquid or polymer that alters its ultrasonic properties at
physiologic temperatures or as a result of change in pH.—RCW

6,749,569

43.80.Vj METHOD AND APPARATUS FOR
ULTRASOUND IMAGING

Paolo Pellegretti, assignors to Esaote S.p.A.
15 June 2004„Class 600Õ441…; filed 7 January 2003

Echo signals are processed to produce a panoramic image of the region
under examination and also to image a part of the region. The panoramic
image is displayed using a gray scale and the regional image is displayed
using color. The two images are shown on the same screen.—RCW

6,749,570

43.80.Vj ULTRASOUND METHOD AND APPARATUS
FOR IMAGING BREAST

Kutay F. Üstüner et al., assignors to Acuson Corporation
15 June 2004„Class 600Õ443…; filed 23 August 2002

A breast is positioned between an ultrasound transducer array and a
plate with embedded point or line targets. Reflections from the targets are
used to estimate corrections for tissue delay and amplitude aberration for

improved focusing. Images of sound speed and attenuation coefficient are
also reconstructed to provide more information for diagnosis.—RCW

SOUNDINGS
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Diffuse fields in open systems and the emergence of the Green’s
function (L)

Richard L. Weavera) and Oleg I. Lobkis
Department of Theoretical and Applied Mechanics, University of Illinois, 104 South Wright Street,
Urbana, Illinois 61801

~Received 21 May 2004; revised 3 August 2004; accepted 3 September 2004!

A definition of a diffuse field applicable to open heterogeneous systems is proposed. The identity
between the Green’s function of the structure and the diffuse field’s correlations is proved. The
Green’s function that emerges from the correlation is found to be the full Green’s function of the
medium, symmetrized in time, with all reflections and scatterings and propagation modes. This is in
contrast to suggestions that the correlation is the ballistic Green’s function only, or the Green’s
function of a homogeneous effective medium. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1810232#

PACS numbers: 43.20.Gp, 43.40.Qi, 43.40.Ph@JJM# Pages: 2731–2734

I. INTRODUCTION

Fully diffuse wave fields are often defined as ones which
are globally equipartitioned, with all normal modes having
uncorrelated amplitudes with equal mean squares.1–4 They
are also defined as in room acoustics as an uncorrelated and
isotropic mix of plane waves of all propagation directions.5–8

The former definition is awkward in open or infinite systems
where the normal modes are problematic and where they are
not equally excited or uncorrelated. Such a definition does,
however, lend itself naturally to heterogeneous media. The
latter definition is more intuitive, but fails to apply to hetero-
geneous media, to regions near boundaries, or to systems
with more than one mode of propagation. There are numer-
ous structures for which neither definition is satisfactory, and
there remains a need for a concept of local equipartition, as
opposed to a global one, and for a definition of a diffuse field
applicable to open systems with scatterers or boundaries.

The need for more useful definitions has become espe-
cially apparent in the last couple of years. The recent proof,
that diffuse fields have field–field correlation functions es-
sentially equal to the Green’s function,9–13 depended on the
notion of normal mode equipartition. Many applications,
e.g., seismology,14,15 ocean acoustics,16 or ultrasonics,17,18

however, are anticipated in open systems for which that
proof does not apply. Open systems with diffuse wave fields
are also common in optics and electronics.19,20 Recently
Snieder21 has presented a proof for open systems. That proof
depends on a notion of ballistic wave propagation22 within
the medium of interest, and does not apply to arbitrary ge-
ometries. Indeed, the conclusion there ‘‘Passive imaging ...
provides the superposition of the retarded and advancedsur-
face waveGreen’s functions of theballistic wave,’’ ~italics
ours! is contradicted by experimental results9–12 and by the-
oretical arguments indicating that the recovered waveform
includes all waves and all multiple reflections and scatter-
ings. Here we present a proof of emergence valid in any
nondissipative wave system. We find that diffuse insonifica-
tion from a surrounding homogenous regionU ~i.e., an inci-
dent field that conforms to the room acoustics notion of a
diffuse field! onto a regionV of arbitrary heterogeneity, gen-

erates withinV a random field whose correlations are the full
Green’s function of that structure including all internal scat-
terings. Thus we not only compose an emergence proof ap-
plicable to open systems with scatterings, we also arrive at a
definition of a local diffuse field as one with statistics iden-
tical to those that would apply if the region were in equilib-
rium with some other diffuse field. A diffuse field is a field in
equilibrium with another diffuse field.

We begin in the next section with a short review of the
basic features of diffuse fields, and the earlier argument for
the emergence of the Greens’ function. The new proof is
presented in the third section.

II. DIFFUSE FIELDS

The most familiar notion of a fully diffuse field,23 at
frequencyv, is one consisting of an incoherent superposition
of plane waves of all directions and phases, with delta-
correlated amplitudes5–8

c~r ,v!5 R a~ n̂!exp~2 i n̂"rv/c!d2n̂ ~1!

with

^a~ n̂!&50; ^a~ n̂!a~ n̂8!&50;
~2!

^a~ n̂!a* ~ n̂8!&5Ad2~ n̂2n̂8!

This definition is applicable for scalar waves in an isotropic
medium. If required, it may be invoked within a finite region,
albeit homogeneous and isotropic, of an open system. It has
been found useful throughout room acoustics and structural
acoustics5–8 and in optics.19,24 Equations~1! and ~2! allow
immediate construction of the field–field correlation function

^c~r ,v!c* ~r 8,v!&5A R exp~2 i n̂•~r2r 8!v/c!d2n̂

54pA jo~v/cu~r2r 8!u!, ~3!

a result that is widely quoted. The spherical Bessel function
j o is of course the imaginary part of the Green’s function for
an isotropic scalar wave equation. The assumed statistics on
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a(n) also have implications for higher moments of the fields,
and in particular for intensity–intensity correlations.

In heterogeneous or anisotropic or multi-mode media
~e.g., elastic waves! Eq. ~1! is inapplicable, though it can
sometimes be generalized using concepts of equipartition1,25

amongst the propagation modes. In many cases it is prefer-
able to define a fully diffuse field as one with equipartitioned
uncorrelated normal mode amplitudes. A fieldc may be writ-
ten as an expansion in terms of the global normal modes
u(n)(r ). In the time domain, and while sources do not act, it
may be written as

c~r ,t !5Re(
n

anu~n!~r !exp$ ivnt%, ~4!

where the an are time-independent complex modal
amplitudes.26 If the field is diffuse, their statistics are taken
to be

^an&50; ^anam&50; ^anam* &5F~vn!dnm . ~5!

This field is globally diffuse; the assumptions are corre-
spondingly problematic when applied in ocean acoustics or
seismology or any open system.

The field–field correlations of~4! are immediately de-
rivable:

R~r ,r 8,t2t8!5^c~r ,t !c~r 8,t8!&

5(
n

F~vn!u~n!~r !u~n!~r 8!cos$vn~ t2t8!%.

~6!

This may be compared to the modal expansion for the time-
dependent Greens function27,9,10

G~r ,r 8,t!5(
n

u~n!~r !u~n!~r 8!
sin$vnt%

vn
U~t!. ~7!

U is the unit step function.
Except for a smooth frequency-dependent factorF, ~6! is

essentially the~time derivative! of the Green’s function,
symmetrized in time.F, representing the spectral power den-
sity of the diffuse field, may be thought of as a filter and the
source of some distortion between the time derivative of the
Green’s function and the field–field correlation function.28

On Fourier transformingR with respect tot2t8, one
constructs the correlation function in the frequency domain,
between fieldsc~r ,v! andc* ~r 8,v!29

R~r ,r 8;v!5p(
n

u~n!~r !u~n!~r 8!F~vn!@d~v2vn!

1d~v1vn!#, ~8!

which may be compared to

Im G~r ,r 8,v!5Im (
n

u~n!~r !u~n!~r 8!/@~v2 i«!22vn
2#

5(
n

u~n!~r !u~n!~r 8!
p

v

3@d~v2vn!1d~v1vn!#. ~9!

This is the basis for the statement, distortions due toF with-
standing, that the correlation of a diffuse field is the imagi-
nary part of the Green’s function. The identity is seen to
apply, not only to homogeneous isotropic media having dif-
fuse fields that are incoherent superpositions of plane waves
for which the correlation represents simple ballistic propaga-
tion as in Eq.~3!, but to the more general case in which there
may be heterogeneities and scatterers.

It was noted in Refs. 5, 12 that the modal amplitude
statistics~5! can be obtained if one invokes delta-correlated
sources. The mode amplitudean , after the action of a tran-
sient sources(x) f (t), is given by

an5E un~x!s~x!d3xf ~vn!/vn . ~10!

If the sources(x) is distributed over allx with statistics
^s&50; ^s(x)s(x8)&5d3(x2x8), ^ f 2&50, then the statistics
of an are those of~5! above, with^u f u2&5F. Thus one rec-
ognizes that an ensemble of incoherent sources, distributed
throughout all space, generates a diffuse field.30

As noted above, these definitions and proofs have lim-
ited applicability. In the following section we show that a
diffuse field may be defined locally, and in structures of ar-
bitrary heterogeneity, as fields in equilibrium~i.e., in steady
state contact! with other regions that are themselves diffuse.
We further show that, with this definition, the field–field cor-
relation functions are indeed the local Greens function.

III. PROOF OF EMERGENCE FOR OPEN SYSTEMS

Consider Fig. 1 of an unbounded homogeneous system
with an embedded finite region~volumeV) of arbitrary non-
singular heterogeneous real potentialv(x).31 CircumscribeV
by a surface, and label the intervening volumeU. Label the
exterior volumeW, of large radiusR and surfaceS. Label
two points inV asa andb.

Consider an integral overx within U1V1W,

I 5E
V1U1W

“•@Gax¹Gxb* 2~¹Gax!Gxb* #d3x

5E
V1U1W

@Gax¹
2Gxb* 2~¹2Gax!Gxb* #d3x, ~11!

whereGax refers to the Green’s function between pointsx
anda, at a frequencyv2 i«.32 The spatial derivatives“ are

FIG. 1. A finite heterogeneous regionV is embedded within a homogeneous
isotropic regionU and an exterior regionW. We find that an incident diffuse
field in U generates a field withinV that has correlations ImG.
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applied to the coordinatex. Integrals like~11! are the basis
for proofs of reciprocity theorems, such as have been used in
discussions of field–field correlations by Wapenaaret al.33

The divergence theorem allows~11! to be expressed as an
integral over the outer surfaceS of W,

I 5E
S
n̂•@Gax¹Gxb* 2~¹Gax!Gxb* #d2x, ~12!

In the limit of a large radiusR of the regionW, each of the
factorsG entails propagation over a large distanceR. At any
finite «, this integral thus vanishes like exp(22«R). We letR
go to infinity, and findI 50. It is convenient to do this for-
mally by lettingR→` and«→0 such that«;1/AR.

The governing equation forG,27,31

¹2Gax1v~x!Gax1~v2 i«!2Gax5d3~x2a!, ~13!

allows the volume integral@the right-hand side of~11!# to be
rewritten as

I 505«E
V1U1W

24iv@GaxGxb* #d3x1Gab2Gab* . ~14!

The integral overV1U is finite, so in the limit of small«,
we conclude

2 ImGab54«vE
W

GaxGxb* d3x1O~«!. ~15!

The integral overW scales like 1/« in the convenient limit
R→`, «→0.

Now consider an ensemble of random delta-correlated
sourcess(x) in W with strengthSt:

^s~x!&50; ^s~x!s~x8!&50;
~16!

^s~x!s* ~x8!&5Std3~x2x8!

A sources(x) generates a field aty equal to

c~y!5E
W

Gyxs~x!d3x. ~17!

The ensemble mean of the fieldc~y! is zero; the field’s cor-
relation ^c~a!c* ~b!& is

^c~a!c* ~b!&5StE
W

GaxGxb* d3x. ~18!

On comparing with Eq.~15! we conclude that an ensemble
of random sources inW of strengthSt52«v generates an
ensemble of random fieldsc with correlation inU1V of
Im G. This conclusion is subtly different from that obtained
earlier, where the ensemble of random sources was distrib-
uted over the entire volume.

We further note that the fieldc in U due to these sources
consists of an incident fieldc inc identical to what would be
there if v(x)50, plus a field of waves outgoing from the
region V; c5c incident1cscattered. c incident is a random field
with correlations ImGo ; j o , i.e., it is a diffuse isotropic mix
of plane waves. We conclude that an isotropic mix of inco-
herent plane waves incident from a surrounding regionU
upon a regionV generates a field withinV that has correla-
tions ImG. This is true regardless of the details of the

sources or geometry outside ofV1U, depending only on the
assumed statistics of the field incident onV from U. The
Green’s function that emerges from that correlation is the
Green’s function of the regionV embedded in a homoge-
neous matrix. We emphasize that this is not the ballistic
Green’s function as in Refs. 18, 21, 33, and 34, but includes
all reflections and scatterings from heterogeneitiesv(x) in V.

It is not difficult to generalize this proof to multi-mode
systems, for example elastic waves, or to the presence of
reflecting boundaries withinV as might be present if interest
was in correlations at the surface of a half-space.14,15,33 In
particular one can show that a properly weighted diffuse eq-
uipartitioned set of plane waves incident from a homoge-
neous elastic half-space towards a free surface~possibly
stratified!, together with their reflections and the appropriate
diffuse set of guided surface waves, gives rise to correlations
identical to those that would be obtained if one assumed
equipartitioned global normal modes. That identity was
shown long ago35 for the special case of an unstratified iso-
tropic elastic half-space.

This proof has shown that a diffuse field in a nondissi-
pative structure, defined as an ensemble of steady-state fields
with diffuse statistics in the field incident from a surrounding
regionU, will have the specified field-field correlation func-
tion in the internal regionV. It has further shown that an
ensemble of sources exterior toU can generate such a field.
It is a far more difficult question to determine the extent to
which a finite set of sources may be sufficient. In Ref. 10 it
was found that a set of only eight sources was not fully
adequate. Additional challenging questions will arise if it is
desired to include the effects of significant amounts of ab-
sorption.
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Rerouting of a moving source can reduce noise exposure. For noise propagation governed by
geometrical spreading and air absorption only, a lemniscate minimizes the A-weighted sound
exposure. The route minimizing exposure in the presence of geometrical spreading and a simplified
model for ground effects is found as well. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Many times noise is too high because the source path is
too close to the receiver.1 Unacceptably high noise exposure
may result from the path of a moving source being too close
to the receiver. The problem thus arises, how to reroute the
source to minimize the A-weighted sound exposureE, i.e.,
the time integral of the squared A-weighted sound pressure

E5E
2`

1`

pA
2~ t !dt. ~1!

When a sourceS moves at the steady speedV along the
straight line parallel to thex axis at distanceD ~Fig. 1!, then

E5
1

V E
2`

1`

pA
2~x!dx. ~2!

To decrease its value at the receiverO, the straight segment
of the path2xo,x,1xo is substituted for the curved path
r (f) shown in Fig. 2. The A-weighted sound exposure for
the original straight segment2xo,x,1xo is as follows
~Fig. 1!:

Es5
1

V E
2xo

1xo
pA

2~x!dx. ~3!

To calculate the A-weighted sound exposure for a new path,
a polar coordinate system (r ,f! is introduced. When the
source heightH is small in comparison to the horizontal
distancer (f), one can writer (f)'R(f) ~Fig. 3!, whereR
is the source–receiver distance. Thus, the noise coming from
a source moving along the new pathr (f) is quantified by

E5
1

V E
2fo

1fo
pA

2~r !ds, ~4!

where the differential of the curve length is

ds5Ar 21~ ṙ !2df. ~5!

Here,ṙ means the derivative with respect to the anglef. The
problem of this study is to determine the pathr (f) in such a
way that the A-weighted sound exposureE @Eq. ~4!# gets its
minimal value and meets the conditionE,Es @Eq. ~3!#.

II. EXCESS ATTENUATION

The study is limited to one receiver and refraction is
neglected. In such a case air absorption and ground effect

bring about attenuation in excess of geometrical spreading.
For simplicity, it is assumed that the real noise source~e.g.,
aircraft! can be modeled by an omnidirectional point source.
In a free field, without excess attenuation, the squared
A-weighted sound pressure is as follows:

pA0
2 5

WArc

4pr 2 . ~6!

Here,rc denotes the specific impedance of the air andWA is
the A-weighted sound power emitted by the source. The
earth’s atmosphere absorbs sound energy; therefore@Eq. ~6!#,

pA
25pA0

2
•F̃a~r !. ~7!

The air absorption functionF̃a depends on the source power
spectrum, air temperaturet(°C), and humidityh(%). The
explicit form of F̃a(r ) is quite complicated. It has been
shown that its approximation could be2

Fa5@11a~t,h!•r #21. ~8!

As an example, under standard atmospheric conditions, with
t525(°C) and h570 ~%!, the air absorption of aircraft
noise is characterized bya52.5•1023 (1/m). For a wide
range of temperature and humidity, within the distancer

,5000 m, the approximation errorDL510 log(F̃a /Fa) is
less than 1.5 dB.

The lateral attenuation of the aircraft noise can be de-
scribed by3

pA
25pA0

2
•F̃g~c!, ~9!

where the ground effect functionF̃g varies with the elevation
angle c5ctg21(r /H) ~Fig. 3!. Attenborough4 has shown
that above a homogeneous and flat surfaceF̃g decreases with
r 22. Under such circumstances, the exact functionF̃g @Eq.
~9!# can be approximated by

Fg5b•F11g
r 2

H2G21

, ~10!

where b describes the ground surface near the source (r
→0). The coefficientg characterizes the long-distance be-
havior (r→`) of the ground effect function. For example,
the reflective- and absorbing ground is characterized byg
'0.0001 and 0.01, respectively. The validity of the above
equation has been confirmed.5 With the ground absorption
coefficientg'0.01, the functionFg @Eq. ~10!# fits quite well
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to aircraft noise data.6 For a small elevation anglec, such as
gr 2@H2, Eq. ~10! simplifies to the form

Fg'
b

g

H2

r 2 . ~11!

Taking into account the geometrical spreading and ground
effect @Eqs. ~6!, ~9!, ~11!#, one obtains the squared
A-weighted sound pressure as follows:

pA
2}

1

r 4 . ~12!

The above relationship corresponds to the 12-dB reduction
of the A-weighted sound-pressure levelLA per doubling of
the distance,r→2r . This prediction has been experimentally
verified for airport noise~Fig. 19.32 in Ref. 3!, so the hy-
pothesis expressed by Eq.~11! seems to be feasible.

Formulas~7! and ~9! are valid when noise propagates
along straight lines in the homogeneous atmosphere being at
rest. Although refraction creates curved ray paths, these for-
mulas can be treated as a ‘‘first approximation’’ within 1-dB
accuracy.7

III. CALCULATION OF VARIATIONS

With application of Eqs.~6!–~10!, the A-weighted sound
exposure for the new pathr (f) ~Fig. 2! is as follows:

E}E
2fo

1fo
G~r , ṙ !df, ~13!

where

G~r , ṙ !5
Fa~r !Fg~r !

r 2 Ar 21~ ṙ !2. ~14!

Integral ~13! achieves its minimal value when the Euler
variation principle is met8

G~r , ṙ !2 ṙ
]G~r , ṙ !

] ṙ
5

1

S
, ~15!

whereS is a constant. Equation~13! and Eq.~14! yield

dr

df
52AS2Fa

2~r !Fg
2~r !2r 2. ~16!

A. Air attenuation

For a large elevation anglec such asgr 2!H2 ~Fig. 3!,
the ground effect function is constant with distance,Fg'b
@Eq. ~10!#. If the source–receiver distance is so large that
ar @1, then the air attenuation function can be approximated
by Fa'1/(ar ) @Eq. ~8!#. Substitution of bothFa andFg into
Eq. ~16! yields

dr

df
52AS bS

ar D 2

2r 2. ~17!

The integration gives the new path, which is a part of the
lemniscate~Fig. 4!

r a~f!5r max
(a)

•@cos~2f!#1/2, ~18!

where2p/4,fo,p/4. Here, the longest distance between
the receiver and new path is

r max
(a) 5

r o

@cos~2fo!#1/25
D21xo

2

@D22xo
2#1/2. ~19!

FIG. 2. The new route segmentr (f) which yields the minimal value of the
A-weighted sound exposureE @Eq. ~4!#.

FIG. 3. Horizontal distancer and the elevation anglec of the sourceS and
the receiverO in the vertical plane.

FIG. 4. The lemniscater a(f) @Eqs.~18!,~19!#, which minimizesE @Eq. ~4!#
when noise propagation is governed mainly by air absorption.

FIG. 1. The original straight segment,2xo,x,1xo , replaced by the new
one.
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Application of the new pathr a(f) is possible only when
D.xo . It corresponds to the above inequalities,2p/4
,fo,p/4.

Is this source rerouting rational? To answer this ques-
tion, we calculate the A-weighted sound exposure@Eqs.~4!–
~7!, ~9!# with F̃a'1/(ar ) and F̃g'b

E}E
2fo

1fo Ar 21~ ṙ !2

r 3 df, ~20!

for the original straight segment2xo,x,1xo (Es) and for
the new path (Ea), respectively. The results of the integra-
tion are as follows:

Es}
sinfo

cos2 fo
and Ea}

1

2
sin~2fo!. ~21!

Using the definition of the sound exposure level, the noise
decrease due to the source rerouting equals

DLAE
(a)510 logS Es

Ea
D5230 log@cosfo#, ~22!

with 2p/4,fo,p/4. Taking fo→p/4 one obtains the
maximum noise reduction:DLAE

(a)→4.5 dB.

B. Ground effect

For a small elevation anglec such asgr 2@H2 ~Fig. 3!,
the ground effect functionFg decreases with the second
power of the distancer @Eq. ~11!#. Neglecting air attenuation
Fa'1 @Eq. ~8!#, combination of Eqs.~11! and ~16! yields

dr

df
52AS b

g
SH2D 2 1

r 4 2r 2. ~23!

After a calculation similar to that in derivation of Eqs.~18!,
one gets~Fig. 5!

r g~f!5r max
(g)

•@cos~3f!#1/3, ~24!

where2p/6,f,1p/6. Here, the longest distance between
the receiver and the new path is

r max
(g) 5

r o

@cos~3fo!#1/35
D21xo

2

@D~D223xo
2!#1/3. ~25!

Application of the new pathr g(f) is possible only when
D.)xo , which corresponds to the inequalities:2p/6,f
,1p/6.

To estimate the noise reduction due to the new path, the
calculations ofEg with r g(f) @Eq. ~24!# and Es @Eq. ~21!#
for the original straight segment2xo,x,1xo ~Fig. 1! have
to be done. Combination of Eqs.~4!–~7!, ~9! with Fa'1 and
Fg defined by Eq.~11! gives

E}E
2fo

1fo Ar 21~ ṙ !2

r 4 df. ~26!

The results of the integration are

Es}
2fo1sin~2fo!

cos~3fo!13 cos~fo!
and Eg}

1

3
sin~3fo!.

~27!

Again using the sound exposure level, the noise decrease due
to the source rerouting is

DLAE
(g)510 logS Es

Eg
D

510 logF 3~2fo1sin~2fo!!

sin~3fo!~cos~3fo!13 cos~fo!!G , ~28!

where2p/6,fo,p/6. The maximum noise reduction oc-
curs forfo→p/6: DLAE

(g)→5.8 dB.

IV. CONCLUSIONS

When the excess attenuation depends mainly on air ab-
sorption, the best shape for a minimum noise path is deter-
mined by the curve shown in Fig. 4. When ground effect
dominates, the best shape is shown in Fig. 5. For practical
purposes, the noise-minimizing curver (f) has to be smooth
and without inflection points. It seems that the results pre-
sented here, though of preliminary nature, shed some light on
the problem of noise reduction through source rerouting.
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The ensemble background activity~EBA! recorded from the round window has a spectral peak near
900 Hz that is generally attributed to spontaneous eighth-nerve activity, but other frequency regions
are less well understood, including the issue of contribution of hair cell~HC! potentials. To further
investigate the EBA, an intracochlear electrode pair was employed to record from the basal turn in
guinea pig, applying the principles of differential recording. Results confirmed 900 Hz to be the
dominant feature of the EBA power spectrum in/near quiet, wherein this peak was more robust in
the average derivation and readily suppressed by kainic acid, consistent with its presumptive neural
origin. Another broad spectral prominence, centered around 3000 Hz, was more prominent in the
difference derivation, dominated the spectrum with increasing external~white! noise, and was much
less sensitive to kainic acid, implying a predominantly HC origin. The findings demonstrate efficacy
of intracochlear EBA recording, potentially extend EBA utility via the differential recording
method, and further validate the EBA for monitoring spontaneous activity of the eighth nerve.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1798291#

PACS numbers: 43.64.Nf, 43.64.Pg, 43.64.Ri@WPS# Pages: 2738–2741

I. INTRODUCTION

The ensemble background activity~EBA! recorded from
the round window has a major spectral peak around 900 Hz
~Dolan et al., 1990; Costaet al., 1997; McMahon and
Patuzzi, 2002!. Since each discharge of auditory-nerve fibers
produces a unit waveform at the round window, this spectral
feature may effectively reflect the convolution of the extra-
cellular, single-unit action potential and the probability of
spontaneous discharge~Kiang et al., 1965; Dolan et al.,
1990; Costaet al., 1997; McMahon and Patuzzi, 2002!.
Therefore, the recording/analysis of the EBA provides a
minimally invasive means of testing spontaneous discharges
over the population of neurons, and offers another useful
approach to monitoring of cochlear nerve function. However,
other background activity may contribute to this peak or pro-
duce others. It remains unclear, in particular, whether extra-
cellular receptor potentials of the hair cells~HCs! contribute
significantly to the spectral features of the EBA. Certainly,
with increasing background or an applied noise, significant
contribution from the HCs is expected.

A pair of differential intracochlear electrodes can be ap-
plied relatively easily and with minimal cochlear trauma to
scala vestibuli~SV! and scala tympani~ST!, especially at the
base of the guinea-pig cochlea, a method of cochlear electro-
physiology well established in the literature~Tasaki et al.,

1952!. This system of intracochlear recording was designed
specifically to permit substantial separation of hair cell and
neural contributions to the electrocochleogram. Theoreti-
cally, the electrodes record the difference potential~DIF!
across HC generators, but common mode potentials are gen-
erated ostensibly by the cochlear nerve. Since the summation
of potentials from the electrodes will cancel much of the HC
alternating-current potentials~i.e., cochlear microphonic,
CM! and differential summating potential~DIF SP!, the av-
erage~AVE! of the SV- and ST-recorded potentials is re-
garded as a best estimate of the whole-nerve potential~AP!.
Conversely, the difference between the potentials largely
cancels the common mode, neural, contribution while em-
phasizing HC potentials~CM and DIF SP!. The specific aim
here, consequently, was to assess EBA via the differential
recording method to further elucidate the makeup of the EBA
spectrum.

II. METHOD

This study was a part of a larger work of which the
focus was an investigation of the effects of cochlear perfu-
sion on the EBA~which we intend to describe in a subse-
quent report!. Young guinea pigs (n58) were anesthetized
using Nembutal~sodium pentobarbital; 25 mg/kg, intraperi-
toneal! and Innovar Vet~0.4 ml/kg, intramuscular injection!.
The bulla was widely opened via the ventral approach and an
intracochlear electrode was introduced in ST, affixed along
the perfusion tube~using a surgical adhesive, Vetbond@3M
Corp., Minneapolis, MN#!, of the miniature pump-and-
syringe system employed in the main experiment. The elec-

a!Portions of this report were presented at American Auditory Society 2003
Meeting, Scottsdale, AZ.

b!Current address: Auditory Brainstem Physiology Laboratory, Kresge Hear-
ing Research Institute, University of Michigan, 1301 E. Ann St., Ann Ar-
bor, MI 48109-0506.
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trode itself was formed of a thin tungsten wire covered by
Teflon, except at the ends. A drainage hole was made at the
cochlear apex. A second tungsten wire was supported in a
glass pipette, heat sealed at the tip~Dallos, 1973!, and used
as the intracochlear electrode in the SV. Identical electrodes
were not employed here, per the conventional method, apro-
pos the objectives of the main study; thus, some electrode
imbalance and/or dc difference between electrode half-cell
potentials may have resulted. However, risk of potential ad-
verse effects of yet another opening in ST seemed unwar-
ranted, as all recordings were made using a high-impedance,
ac-coupled recording amplifier. On the other hand, potential
risks of intracochlear recordings, over the round-window ap-
proach of earlier EBA studies, were deemed warranted. First,
intracochlear recording avoids the risk of round-window
membrane rupture during the preparation and electrode
short-circuiting caused by build-up of fluid in the round-
window niche. Pilot studies indeed showed that the round-
window recording, at least in combination with intracochlear
perfusion, was neither less traumatic nor more stable than a
strictly intracochlear recording. Furthermore, improved sen-
sitivity and overall lower noise floor than that of the round-
window recording were anticipated from electrocochleoga-
phy, i.e., recordings of stimulus-evoked cochlear/nerve
potentials ~Dallos, 1969!. Last, two silver-wire electrodes
were inserted into the skin at ‘‘vertex’’ and the neck muscles
medial to the exposed bulla—reference and ground elec-
trodes, respectively.

Background activity from the intracochlear electrodes

was amplified~320 000!, filtered ~30–10 000 Hz!, sampled
at 48 000 Hz, and stored for further off-line analysis~Cygnus
CD-16, Cygnus Technology, Inc., Delaware Water Gap, PA!,
although an initial spectral analysis was performed for on-
line verification of a viable recording and significant EBA. In
post hocanalyses, the digitized data underwent more detailed
spectral analysis—8192-point power spectral density
~Welch’s averaged periodogram method inMATLAB @Math-
Works, Inc., Natick, MA#!. As summarized above, it was
assumed that the modes of DIF~SV-ST! and AVE (@SV
1ST#/2) yield the best estimates of hair-cell activity and
auditory-neural activity, respectively, from gross intraco-
chlear recordings in the perilymphatic scalae. As described in
more detail below, two major spectral components—a
900-Hz peak and a broad 3000-Hz peak~with applied back-
ground noise!—were observed and found to lie in the bands
of 400–1500 Hz, and 2000–4000 Hz, respectively. Statistics
of powers within these two bands was calculated to charac-
terize input–output~I-O! functions of AVE versus DIF in
these two frequency regions.

Intracochlear perfusion with kainic acid~KA, 1.5 nmol!
was used at the end of the experiment in six animals to help
validate further the interpretation of the EBA measured via
intracochlear recording, somewhat replicating the study of
Dolan et al. ~1990!. Since the perfusion of KA was used
necessarily at the end of the experiment, some overall dete-
rioration of the preparation often occurred. Hence, the over-
all reduction of the 3000-Hz peak of the EBA was observed
and could not be attributed solely to a direct effect of KA. To

FIG. 1. Spectra of EBA in the intracochlear recordings in quiet and with broadband noise.~A! An example of differential recordings of EBA in quiet~GP 361!.
The difference~DIF! between SV and ST recordings largely canceled power in the 400–1500-Hz band, whereas the average~AVE! of SV and ST recordings
augmented the spectral peak in the vicinity of 900 Hz.~B! and~C! Examples of differential recordings of EBA in quiet and with broadband noises from 66
to 106 dB SPL~GP 331!. Panel~B! shows the changes of EBA spectra with noise in power, whereas panel~C! represents the corresponding spectra with values
in dB. The DIF largely canceled the 900-Hz peak while enhancing the activity centered at 3000 Hz. In contrast, the AVE revealed increased power of the
900-Hz peak, with a concomitant decrease in higher frequency peak~s!.
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evaluate the results further, a ratio of the power in the 2000–
4000-Hz band after KA perfusion to that of baseline was
calculated and applied to rescale the entire spectrum of the
EBA after KA perfusion. For practical reasons, only the ST
component was recorded during KA application, and the
EBA was analyzed on-line~20 000-Hz sampling rate, rectan-
gular window, and 2048-point FFT!.

III. RESULTS AND DISCUSSION

A prominent spectral peak was seen in the ST recording,
centered around 900 Hz, whereas the EBA from SV had a
peak nearer 800 Hz. In either case, this spectral component
was found to lie in a band of 400–1500 Hz@Fig. 1, panel
~A!#. The average~AVE! of SV and ST recordings aug-
mented the spectral peak in the vicinity of 900 Hz, whereas
the difference~DIF! between SV and ST recordings largely
canceled power in this band@Fig. 1, panel~A!#. From the
theoretical bases of the method, the results are consistent
with the assumption of a predominantly neural origin of the
900-Hz peak of EBA. Furthermore, introducing neural tox-

icity by KA largely eliminated the 900-Hz peak under either
the quiet or stimulated-noise conditions described below
@Figs. 2~C! and ~D!#.

Upon introducing and increasing broadband white noise,
the EBA displayed increases in both the 900-Hz region and a
band essentially from 2000–4000 Hz@Fig. 1, panels~B! and
~C!#. The latter sometimes contained multiple small peaks,
but that seemed to ride on a broad pedestal generally cen-
tered around 3000 Hz, referred to here for simplificity as the
‘‘3000-Hz peak.’’ This peak was small or undetectable under
the quiet condition in all animals. It grew systematically in
power, ultimately in step~see below!, with increasing noise
level. The AVE derivation also revealed increased power of
the 900-Hz peak, with a concomitant decrease~relative to
DIF! in higher frequency peak~s! in the vicinity of 3000 Hz.
In contrast, the DIF derivation largely canceled the 900-Hz
peak while enhancing the activity centered at 3000 Hz@Fig.
1, panels~B! and ~C!#. Furthermore, the 3000-Hz peak was
not eliminated by kainic acid@Fig. 2~D!#. Correspondingly,
the stimulus-evoked AP was eliminated by KA application,
but not CM ~data not shown!. These results argue strongly
for a largely hair-cell origin of the 3000-Hz peak.

FIG. 2. Input–output function of the spectral peaks of the EBA and effect of kainic acid~KA ! perfusion.~A! Spectral powers of the 900-Hz peak and the
3000-Hz peak in quiet and under low-level noise stimulation~66 dB SPL!. ~B! Logarithmic values of the spectral powers of the 900-Hz peak and the 3000-Hz
peak in quiet and under low-to-high level noise conditions. The dashed line represents a linear growth in log–log~dB–dB! coordinates, for reference. KA
application essentially eliminated the 900-Hz peak under both quiet condition~C! and noise stimulation~D!, but did not eliminate the 3000-Hz peak~D!. The
KA data were rescaled to overlap the two spectral plots in the 2000 to 4000-Hz range~see the text!, yet the EBA in the vicinity of 900 Hz falls well below
the peak in the baseline plot.
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Further comparisons of DIF versus AVE EBA revealed
that, under quiet and low-level noise conditions, the power of
the DIF in the 400–1500-Hz band was uniformly lower than
that of the AVE@Fig. 2~A!#. With increasing noise level, the
DIF-recorded response grew rapidly at 900 Hz, overtaking
the AVE response and growing in direct proportion to noise
level @i.e., log–log coordinates, Fig. 2~B!#. Although the
AVE ultimately followed similar direct-proportional growth,
it is noteworthy that the slope of the AVE I–O function re-
mained relatively shallow initially. The power of the DIF
spectrum in the 2000–4000-Hz band was lower than that of
the AVE in quiet, but exceeded the AVE from the first noise
level on @see Figs. 2~A! and ~B!#. During noise exposure, it
always exceeded the power from both the AVE record and
the corresponding 900-Hz DIF spectral power. The DIF re-
sponse grew more nearly linearly at 3000 Hz than at 900 Hz.
Still, the AVE fell nearly 20 dB below the DIF output at such
levels.

Although the linear growth~dB/dB! of the magnitude of
the DIF of the 3000-Hz component is consistent with the
presumptive hair-cell origin of this spectral peak, such
growth of the AVE also occurred under moderate to high
noise levels. This could be due to increased neural activity
~as seen typically in the input–output function of the whole-
nerve AP, and/or the spread of excitation of hair-cell activity
to other frequency regions! or the imbalance of the SV and
ST electrode pairs across the cochlear partition, leading to a
‘‘leakage’’ effect that reflects imperfect cancellation of hair-
cell potentials. Still, the power of the AVE for the 900-Hz
component showed a rather shallow I–O function and was
shallower than the AVE for the 3000-Hz component. The
power of the AVE for the 3000-Hz component also fell sub-
stantially below the corresponding DIF power for the 900-Hz
component. Furthermore, the power of the AVE for the
3000-Hz component fell substantially below the DIF at all
levels, demonstrating nearly 20 dB of effective isolation of
this component. These results are taken to suggest that neural
and receptor origins can be assayed with a reasonable degree
of isolation ~as the differential method has classically been
entrusted!; differential intracochlear recording potentially ex-
tends the validity and basis of interpretation of the EBA
analysis. Nevertheless, it would be interesting in future work
to include high-pass noise stimulation to better delimit HC
contribution,per se, namely by stimulating uniquely at fre-
quencies well above the 900-Hz region.

Below 400 Hz, EBA was inconsistent. Although a slight
prominence is suggested in the DIF spectrum in Fig. 1, such
low-frequency areas varied greatly across animals, such that
no systematic pattern of results was evident. Therefore, a

peak as such in this frequency range was not evident in in-
tracochlear recordings of EBA. Considering these results and
comparing across studies~Schreiner and Snyder, 1987;
Dolan, et al., 1990; Martin, 1995; Costaet al., 1997!, the
possibility of no significant low-frequency peaks in the EBA
recorded within the guinea-pig cochlea might reflect either
species differences or differences in the surgical preparation
and recording techniques employed.

Lastly, as a pragmatic issue, differential recordingper se
~i.e., involving multiple intracochlear electrodes! may not be
practical in a given experiment, for technical reasons. Still,
the results of this study demonstrate intracochlear recording
of EBA ~e.g., from a single ST electrode! to be equally effi-
cacious to RW-EBA recordings.

IV. SUMMARY

The differential intracochlear recording method in prac-
tice yields EBA results conforming to expectations from
theory and serves to validate further the EBA as a research
tool. Two spectral prominences are reliably observed in the
analyses of the EBA in the guinea pig:~1! a 900-Hz peak
emphasized by the AVE derivation, highly vulnerable to
kainic acid perfusion, and thus attributable largely to activity
of auditory neurons;~2! a broad peak centered around 3000
Hz, strongly represented in the DIF derivation—especially
with applied noise, not eliminated by kainic acid, and thus
dominated by electrical activity of the hair cells.
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Full wave modeling of therapeutic ultrasound: Efficient
time-domain implementation of the frequency
power-law attenuation
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For the simulation of therapeutic ultrasound applications, a method including frequency-dependent
attenuation effects directly in the time domain is highly desirable. This paper describes an efficient
numerical time-domain implementation of the power-law attenuation model presented by Szabo
@Szabo, J. Acoust. Soc. Am.96, 491–500 ~1994!#. Simulations of therapeutic ultrasound
applications are feasible in conjunction with a previously presented finite differences time-domain
~FDTD! algorithm for nonlinear ultrasound propagation@Ginter et al., J. Acoust. Soc. Am.111,
2049–2059~2002!#. Szabo implemented the empirical frequency power-law attenuation using a
causal convolutional operator directly in the time-domain equation. Though a variety of
time-domain models has been published in recent years, no efficient numerical implementation has
been presented so far for frequency power-law attenuation models. Solving a convolutional integral
with standard time-domain techniques requires enormous computational effort and therefore often
limits the application of such models to 1D problems. In contrast, the presented method is based on
a recursive algorithm and requires only three time levels and a few auxiliary data to approximate the
convolutional integral with high accuracy. The simulation results are validated by comparison with
analytical solutions and measurements. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1798355#

PACS numbers: 43.20.Bi, 43.20.Hq, 43.35.Bf@RR# Pages: 2742–2750

I. INTRODUCTION

For simulation of medical ultrasound applications, diag-
nostics as well as therapeutics, the correct modeling of at-
tenuation effects is crucial for the approximation quality of
the acoustic field quantities inside the patient’s body. Ultra-
sound wave propagation in lossy media, like biological tis-
sue, is usually connected with dispersion. It is found empiri-
cally that acoustic attenuation typically exhibits a frequency
dependence which can be described by a power law.1 The
most common approach today uses a splitting technique,
where propagation and attenuation of ultrasound are calcu-
lated in different substeps. The propagation part is calculated
in the time domain and the attenuation in the frequency do-
main using a Fourier transform. These models are simple but
computationally very expensive, especially for broadband
pulse propagation. Therefore, direct inclusion of attenuation
effects in the time-domain equations is highly desirable. In
this paper we focus on an efficient numerical implementation
of attenuation effects according to a power law directly in the
time domain. Simulations of therapeutic ultrasound applica-
tions can be performed combining this attenuation algorithm
with a nonlinear propagation model, presented in the related
paper of Ginteret al.2

In recent years a variety of time-domain attenuation

models has been presented. Relaxation-dominated attenua-
tion can be calculated by the use of multiple-relaxation
models,3,4 but these are computationally expensive5 and fur-
ther on there is a lack of knowledge in estimating the relax-
ation parameters needed for the simulation. Tavakkoliet al.,6

presented a model based on an operator-splitting algorithm
which includes the attenuation directly in the time domain.
The frequency-dependent attenuation was implemented us-
ing a minimum-phase digital filter. However, the model is
restricted to a linear function of frequency and has some
disadvantages in propagation modeling since it neglects re-
flection and refraction and requires high numerical cost for
the calculation of the diffraction substep.7 Szabo8 proposed
the convolutional integral wave model which matches well
with the empirically known frequency power-law
attenuation.9,10 Szabo introduced a causal convolutional op-
erator, describing attenuation and dispersion directly in the
time domain. This convolutional operator represents the
memory effect of the medium, which depends on the past
history of wave propagation.

The direct implementation of Szabo’s model is limited
by the numerical solution of the convolutional integral,
which for an accurate calculation requires the complete time
history of the acoustic field quantities. Because of limited
memory space for practical problems, it is not feasible to
store the complete field information of all discrete time lev-
els.

Recently, Chen and Holm,11 Ginter,12 and Norton and
Novarini13 presented models to include Szabo’s operator di-
rectly in the time domain. Chen and Holm modified Szabo’s

a!Electronic mail: marko.liebler@ihe.uka.de
b!Now at: Richard Wolf GmbH, Pforzheimer Strasse 32, D-75438 Knittlin-

gen, Germany.
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original equation using the theory of fractional derivatives to
avoid hypersingularity in the original convolution integral.
The modified equations can be solved by standard numerical
methods for fractional derivative equations. But, there still is
the need to solve a convolutional integral and therefore to
store a large amount of data in memory. Further on, for ex-
ponents higher than 1 in the power law, Chen’s model re-
quires initial conditions not readily available in many prac-
tical cases.11 The approach of Ginter12 is based on the
method proposed by Wismer and Ludwig.14 The original
time-domain equations are transformed into frequency do-
main, converted into the complex discrete-time–frequency or
Z domain, and then transformed back directly into discrete
time operators. Then, the required number of discrete time
steps for the calculation of the convolution has to be opti-
mized, making a compromise between a sufficient approxi-
mation of the dispersion effects and the numerical effort.
Norton and Novarini13 use a similar approach. But, this ap-
proach cannot be used for practical 2D or 3D problems be-
cause of the enormous computational cost.

The main purpose of this paper is to describe an efficient
numerical implementation of Szabo’s model for the
frequency-dependent power-law attenuation directly in the
time domain, based on a recursive algorithm.

II. MATHEMATICAL MODEL

The full-wave propagation model combines an acoustic
approximation of the original hydrodynamic equations for
ideal fluids in inhomogeneous media with a broadband fre-
quency power-law attenuation, typical for soft tissues. A de-
tailed description of the nonlinear modeling of therapeutic
ultrasound propagation in ideal homogeneous media is given
in Ref. 2. In this paper we focus on the mathematical de-
scription and efficient numerical implementation of the at-
tenuation algorithm directly in the time domain. Therefore,
when describing the model equations, we limit the consider-
ations to the case of linear ultrasound propagation. This
means no general restriction. Using the presented splitting
technique, calculating propagation and attenuation effects
separately within one time step, the model can be easily ex-
tended to therapeutic applications where nonlinear effects
occur. In that case the linear ultrasound propagation model
has to be replaced by a nonlinear one, and the condition that
nonlinear propagation effects are negligible within one time
step has to be fulfilled. This is generally valid for most thera-
peutic ultrasound applications, where only weak shock
waves occur.

With the acoustic variables pressurep, densityr, and
acoustic velocityv, one gets the linear acoustic equations for
conservation of mass and momentum

]r

]t
52¹~r0v!, ~1a!

]v

]t
52

1

r0
¹p. ~1b!

To close the system of equations for the ideal homogeneous
fluid model, a linear equation of statep5p(r) in the form

p5c0
2r, ~2!

has to be added. For inhomogeneous media, assuming
p0(x)5const. andr0(x) to be independent oft, Eq. ~2! must
be replaced15,16 by

]p

]t
5c0

2S ]r

]t
1v¹r0D . ~3!

In biological media, an ultrasonic wave of initial amplitude
ŵ0 is attenuated exponentially with propagation distanceDx
and by an attenuation according to a frequency power law

ŵ~x1Dx!5ŵ0~x!e2a~v!Dx, ~4!

a~v!5
a0

~2p!y
uvuy, ~5!

where 1<y<2, which is typical for soft tissue.1 Here, ŵ
represents the amplitude of an acoustic field variablew, such
as pressure or velocity;a~v! is the attenuation coefficient;
a0 the attenuation constant;y the frequency-power exponent;
andv52p f . Based on the description of Eq.~4!, we derive
the model equations considering the example of a one-
dimensional plane-wave propagation in an ideal lossless me-
dium in the positivex direction, described by

]w

]t
1c0

]w

]x
50. ~6!

Transforming Eq.~6! into the frequency domain with a Fou-
rier transform8 leads to

]W~x,v!

]x
1 j

v

c0
W~x,v!50. ~7!

With the dispersion relationk(v)5b05v/c0 , it follows
from Eq. ~7!

]W~x,v!

]x
1 jk~v!W~x,v!50. ~8!

In lossy media, the dispersion relation has to be extended10

through

k~v!5b01b8~v!2 j a~v!5b01Lb8~v!2 jL a~v!,
~9!

wherea andb8 are related to the attenuation and the phase
dispersion, respectively. IntroducingLg5La(v)1 jL b8(v)
as the dispersion loss operator leads to

]W~x,v!

]x
1 j b0W~x,v!1LgW~x,v!50, ~10!

or, in the time domain

]w~x,t !

]x
1

1

c0

]w~x,t !

]t
1Lg~ t !* w~x,t !50. ~11!

Here, * represents the convolution. Acoustic media satisfy
the condition of causality, and by assuming linear propaga-
tion the attenuation and dispersion are linked by the
Kramers–Kronig relations.17,18 Using the Kramers–Kronig
integral relations, phase dispersion can be calculated exactly
at all frequencies if the attenuation is known at all frequen-
cies. For an attenuation characteristic known over a limited
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frequency range, like Eq.~5! for biological media, several
models have been proposed to relate dispersion to attenua-
tion in a local approximation. To determine the dispersive
loss operatorLg , we follow the approach of Szabo.10 Szabo
introduced the time-causal model, which has been shown to
be the most accurate model in predicting the dispersion for
nonlinear attenuation.19 In the time-causal model the disper-
sion and attenuation are related by a Hilbert transform di-
rectly in the time domain

Lb8~ t !52 j sgn~ t !La~ t !,

La~ t !5 j sgn~ t !Lb8~ t !, ~12!

→Lg~ t !52H~ t !La~ t !,

with H(t) as the Heaviside function and the loss operatorLa

given by

La~ t !5F21$La~v!%

5
1

2p E
2`

` S 2
a0

~2p!yD uvuye2 jvtdv. ~13!

With the help of the theory of generalized functions,20 the
inverse Fourier transform in Eq.~13! can be evaluated. In-
troducing the Riemann–Liouville definition of the fractional
derivative21 the dispersive loss operatorLg(t) now becomes

Lg~ t !* w~x,t !5a0c0hmG~2y!Dyw~x,t !, ~14!

with hm as a simple factor depending on the power-law ex-
ponenty as follows

hm55
@~21!y/2#, for y50,2,4,...

F2~y11!! ~21!~y11!/2

p~y11! G , for y51,3,5,...

F 2G~y12!cosF ~y11!
p

2 G
p~y11!

G ,
for y
any real number,

~15!
and with the definition of the fractional derivative21 using the
gamma functionG(x)

Dyw~ t !5
1

G~2y!
E

0

t w~ t8!

~ t2t8!y11
dt8. ~16!

After the mathematical remodeling, one now has a
convolution-type loss operator including dispersion effects
according to Szabo’s causal theory. In the last step the dis-
persive loss operator was rewritten using the fractional de-
rivative. Doing this, the theory of fractional calculus can be
applied to find an efficient numerical implementation of the
convolution integralDyw(t).

III. NUMERICAL IMPLEMENTATION

For the numerical implementation of the ultrasound
propagation model@Eq. ~1! and Eq.~3!#, a 2D explicit high-
order FDTD algorithm is chosen. Depending on the applica-
tion, Eqs. ~1! and ~3! are solved either in Cartesian or in
cylindrical coordinates, assuming axisymmetry. A detailed
description of the numerical treatment is given in Ref. 2. In

the propagation substep the equations for propagation in an
ideal lossless medium are applied. The incorporation of the
dispersive loss operator into the FDTD ultrasound propaga-
tion algorithm works as a correction of the acoustic field
variableswideal, calculated with the ideal propagation model.
This correction is performed at every time steptn5nDt in
which the correction loss termD loss

n w depends on the time
history of the field variables

~17!

In the following a derivation of an efficient FDTD imple-
mentation of the loss termD loss

n w in Eq. ~17! is presented. In
a first step another definition of the fractional derivative21 is
used to get a time-discrete formulation of the convolution
integral

Dyw~ t !5 lim
Dt→0

1

Dty (
,50

`
G~,2y!

G~2y!G~,11!
w~ t2,Dt !.

~18!

Including this formulation in a real FDTD algorithm,Dt re-
mains finite and so Eq.~18! shows a low-pass behavior. Us-
ing the identity21

G~,2y!

G~2y!G~,11!
5~21!,S y

, D , ~19!

the coefficients of Eq.~18! can be expressed as binomial
coefficients. For even-integer values ofy only a finite num-
ber of coefficients are not zero and the fractional derivative
expresses itself as an ordinary derivative with a local char-
acter in time. The sum in Eq.~18! remains finite. For all
other values ofy the sum remains infinite. The operator then
exhibits its full convolutional behavior, requiring the entire
history of field variables, which is referred to as nonlocal
behavior in time in this paper. Due to the limited memory
space and computational capacity, the time-discrete imple-
mentation on the basis of Eq.~18! is not a practical way to
calculate the power-law attenuation in the time domain.

For ,>2 the coefficients for nonintegery as a function
of , behave as a monotonic decreasing function. The as-
sumption that the coefficients are sufficiently low for large,
motivated the approaches in Refs. 12, 14, 22 to use only a
finite numberl 50,...,l de (20, l de,50) of time steps in Eq.
~18!. But, the results show that the power-law damping be-
havior could not be modeled very well, mainly in the low-
frequency regime. Further on, for 2D problems, the need to
store more than 20 time levels leads to enormous costs in
memory space and computational time.

Therefore, in this paper we introduce a new recursive
implementation to overcome these problems. Using this al-
gorithm we only need a finite number of three or four time
levels of data and about four up to ten auxiliary fields of
data, according to the approximation quality of the nonlocal
part of the dispersive loss operator.
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To get a recursive implementation, we first split the op-
eratorDyw(t) into a local and a nonlocal part. Applying the
rule21

Dyw~ t !5
]s

]ts
Dy2sw~ t !, ~20!

it follows from Eq. ~18! at t5nDt

wheres52 andq5y22. At first glance there is not much of
an improvement. The number of addends is still infinite. But,
the nonlocal part from the index,50 is now monotonically
decreasing, as shown in Fig. 1. The idea of applying a recur-
sive algorithm is to approximate this monotonic decreasing
function of the coefficientsd,

q by a sum ofNe54 to about 10
monotonic decreasing exponential functions. For the,th co-
efficient d,

q we write

d,
q5

G~,2q!

G~2q!G~,11!
'(

k51

Ne

dk
q,a exp~2dk

q,e, !5d̃,
q .

~21!

For this approximation the values of the amplitudesdk
q,a and

the exponentsdk
q,e have to be calculated. This is performed

by optimizing the approximation of these parameters to fit
the given coefficient forming the nonlocal part of Eq.~21! in
a huge range of several thousand time levels~,!. The number
of exponential functions required for this approximation de-
pends on the frequency-power-exponenty and the signal du-
ration. As shown in Fig. 1, the influence of later time levels
on the convolutional operator increases with decreasingy.
The parameter optimization is performed using the commer-
cial software packageMATLAB in a least-square sense until a
maximum difference of less than 1024 between the approxi-
matedd̃,

q and the ideal coefficientsd,
q is achieved. Because

of this somewhat heuristic approach, the calculated coeffi-
cientsdk

q,a and dk
q,e are validated by numerical test simula-

tions, which will be described in Sec. IV. Approximated co-

efficients for the amplitudesdk
q,a and exponentsdk

q,e are
listed for some values ofy in the Appendix.

The last step required to obtain the recursive algorithm
takes advantage of the special properties of the exponential
function. Similar approaches are known from modeling elec-
tromagnetic propagation through linear dispersive media.23

Introducing the auxiliary variableCk at time steptn

~22!

one can split up the sum into the first summand and the
remainder, where the remainder has the same form as the
total sum before, replacing the indexn by n21. Thus, this
variable can be calculated recursively, based on previous cal-
culated values. Now, the fractional derivativeDy,nw for non-
integery can be written in a recursive formulation

~23!

The difference to the original definition in Eq.~18! is that the
summation now incorporates only the finite number of ap-
proximation functions and not the infinite number of time
steps. To improve the approximation quality of this recursive
algorithm, one can replace the local differential quotient of
second order by a differential quotient of higher approxima-
tion level

DQ25@2wn25wn2114wn222wn23#. ~24!

Finally, the incorporation into the FDTD ultrasound propa-
gation algorithm2 works as given in Eq.~17!.

IV. NUMERICAL VALIDATION

The numerical validation of the algorithm is performed
by simulation of a plane-wave propagation in a 2D lossy
medium. The simulation arrangement is shown in Fig. 2. For
the numerical experiments a chirp signal with a frequency
range fromf s5100 kHz to f e53 MHz and a pulse width of
tp510ms according to Eq.~25! is used

p~ t !5p0 cosS 2pS S f e2 f s

2tp
D t21 f st10.25D D . ~25!

FIG. 2. Simulation arrangement for numerical validation.

FIG. 1. The first 500 coefficientsd,
q of the fractional derivativeDq for

different values ofq5y22.
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The plane wave with initial amplitudep0 propagates from
left to right ~Fig. 2! and is recorded at the two points P1 and
P2 with an intermediate distance ofd51 cm. The upper and
lower boundaries of the computational domain are numeri-
cally treated as ideally rigid. At the right side an absorbing
boundary condition is implemented, and at the left side a
source condition based on characteristics is used.2 The nu-
merical calculations are performed with a0

52.0 dB/~cm MHzy) and different exponentsy. In Fig. 3 the
recorded pressure time signals fory51.4 are plotted. With
the related power spectral densitiesFP1 and FP2, the nu-
merically approximated attenuation coefficientanum can be
calculated

anum~ f !udB/cm52
1

d
10 log

FP2~ f !

FP1~ f !
. ~26!

Figure 4 demonstrates the excellent agreement between
anum( f ) and the predetermineda( f )5a0f y over the com-
plete frequency range of the chirp signal for different expo-
nentsy. To give an impression of the benefit using the effi-
cient recursive implementation, a calculation fory51.4
using the standard convolution model with a limited time
history as presented in Refs. 12, 14, 22, but requiring the
same numerical effort with respect to memory space, is also
plotted in Fig. 4.

V. EXPERIMENTAL VERIFICATION

For the experimental verification, we first consider the
propagation of ultrasound from a plane piezoelectric trans-
ducer through water and a test material obeying a frequency
power-law attenuation. To evaluate the accuracy of the at-
tenuation model, pressure measurements are compared with
simulation data. Furthermore, experiments are presented
demonstrating the applicability of the presented model for a
typical application of high-intensity focused ultrasound
~HIFU!, where nonlinear propagation effects occur. In a first
step the acoustic parameters of the test materials are deter-
mined.

A. Determination of acoustic parameters for test
materials

A broadband through-transmission technique according
to Refs. 19, 24 is used to determine the sound-speed and
acoustic attenuation parameters of the test materials. The
densities of the materials are calculated using the measured
mass and volume. Nonlinear propagation effects are assumed
to be negligible in the transmission measurements because of
small pressure amplitudes and short propagation paths. The
experimental setup for sound-speed and attenuation measure-
ment is shown schematically in Fig. 5. From a plane piezo-
electric transducer~PIC 151, PI Ceramic, square, 737 cm,
backed with brass!, driven by an arbitrary waveform genera-
tor ~AWG410, Tektronix! and a broadband power amplifier
~model 2100, ENI! a chirp signal with a frequency range
from 500 kHz to 3.5 MHz is emitted and recorded with a
broadband PVDF hydrophone~25 mm PVDF, Piezotech
S.A., circular, diameter57 cm!. The received signal is am-
plified and digitized for processing. To determine the sound
speed or acoustic attenuation of a material, two measure-
ments are performed: one reference water path measurement
and one with the test material inserted between the piezo-
electric transducer and the hydrophone. The attenuation of
water (a050.002 dB/cm atf 51 MHz) is neglected, since
for the considered experiment this introduces an error of less
than 1% in pressure amplitude. Figure 6 shows the measured
reference signal for ultrasound propagation in degassed wa-
ter without a test material. Two different materials are used
for the experimental verification, epoxy~Araldite CW 1195,
Huntsman, Salt Lake City, UT! and castor oil~castor oil,
pure, Carl Roth GmbH, Karlsruhe, Germany!. The epoxy
phantom is a cylindrical block with a diameter of 11 cm and
a thickness of 2 cm. To make the second phantom, two ends
of an aluminum tube~inner diameter510 cm, thickness53
cm! are sealed with a 38-mm-thin plastic film~Seal View™,

FIG. 5. Experimental setup for attenuation measurements.

FIG. 3. Time-shifted pressure signals recorded at points P1~thin! and P2
~bold! for y51.4.

FIG. 4. Comparison ofa( f ) ~--! andanum( f ) ~—! for different exponentsy.
Additionally, a calculation result fory51.4 without the recursive algorithm
but same numerical effort, with respect to the required memory space, is
plotted.

2746 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Liebler et al.: Ultrasound propagation model for lossy media



Norton Performance Plastics Corporation, Akron, OH! and
filled with degassed castor oil. The water temperature is
20 °C. To determine the two attenuation parametersy anda0

of the frequency power law, the experimentally obtained at-
tenuation curves are least-square fitted. In Fig. 7 the mea-
sured and fitted attenuation curves for the two materials are
plotted. For castor oil the two parameters are determined as
y51.67 and a050.81 dB/~cm MHzy), which is in good
agreement with the values available in the literature.19,25,26

The epoxy material shows a nearly linear frequency-
dependent attenuation, and the determined parameters arey
51.14 anda051.28 dB/~cm MHzy). Regarding the uncer-
tainty in determining the dimensions of the phantoms and
digitizing errors, the relative error of the measured sound
speed and acoustic density can be calculated to be less than
2%. Together with the curve fit, this leads to an uncertainty
of less than 5% for the determined attenuation for frequen-
cies above 2 MHz, whereas the relative error increases
slightly for lower frequencies due to the influence of phan-
tom thickness.

B. Comparison of simulation and measurement for
2D plane-wave propagation

A simulation arrangement corresponding to the experi-
mental setup described in the previous section is used to
compare simulation and experimental results. Two-
dimensional linear ultrasound propagation through water and
the attenuating test materials is calculated and compared to

the measured pressure curves. The acoustic parameters used
for simulations are summarized in Table I. Figure 8 demon-
strates the excellent agreement between the calculated and
measured pressure time signals for chirp signal propagation
through castor oil. In Fig. 9 the results for epoxy are pre-
sented. Again, a very good agreement between simulation
and experiment can be observed. Using the measured and
simulated pressure curves shown in Fig. 8, the phase velocity
dispersionDv(v) is calculated for propagation through cas-
tor oil

Dv~v!5v~v!2v~v0!, ~27!

1

v~v0!
2

1

v~v!
5

ww~v!2wp~v!

vd
2

ww~v0!2wp~v0!

v0d
,

whereww andwp are the phase spectra for the propagation in
water only and with material phantom, respectively;v(v) is
the phase velocity;d the phantom thickness; andv0 repre-
sents a reference frequency at which the recorded pulse has
significant energy.19 In Fig. 10 the calculated phase change
from simulation and measurement is plotted and compared
with the theoretical time-causal dispersion relation10,19

1

v~v0!
2

1

v~v!
52a0 tan~yp/2!~vy212v0

y21!. ~28!

Figure 10 demonstrates that the presented model correctly
predicts the phase dispersion. The figures shown for numeri-

FIG. 6. Chirp signal used for attenuation measurements.

FIG. 7. Attenuation measured~—! and least-square fitted~--! for castor oil
and epoxy.

FIG. 8. Measured~—! and calculated~--! pressure time curves for propa-
gation through 3-cm castor oil.

FIG. 9. Measured~—! and calculated~--! pressure time curves for propa-
gation through 2-cm epoxy.
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FIG. 10. Phase velocity change calculated from simulation and measure-
ment data and compared with theory. The reference frequency isf 0

51 MHz.

FIG. 11. Setup for HIFU application.

FIG. 12. Comparison of measured~—! and nonlinear calculated~--! pres-
sure time curves in the acoustic focus for propagation in water.

FIG. 13. Comparison of nonlinear calculated~solid line! and measured~1!
axial distribution of maximal pressure amplitudes for propagation in water.

FIG. 14. Comparison of measured~—! and nonlinear calculated~--! pres-
sure time curves in the acoustic focus for propagation in water and castor
oil.

FIG. 15. Comparison of nonlinear calculated~solid line! and measured~1!
axial distribution of maximal pressure amplitudes for propagation in water
and castor oil.
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cal validation and experimental verification of the attenua-
tion algorithm demonstrate an excellent agreement of the
simulation results with the analytical and measured ones for
linear ultrasound propagation.

C. Comparison of simulation and measurement for
therapeutic ultrasound application

To complete the experimental verification, a typical situ-
ation of therapeutic ultrasound application is considered.
Measurements are compared with simulation results to vali-
date the presented attenuation algorithm also for applications
where nonlinear propagation effects are important. There-
fore, the calculations are done combining the attenuation al-
gorithm with the nonlinear ultrasound propagation model
presented by Ginteret al.2 Figure 11 shows the arrangement
used for the experiments and simulations. A self-focusing
piezoelectric transducer~P4, CeramTec! for HIFU applica-
tions with a focal distance ofR582.2 mm and a diameter of
D5115.5 mm is used. The transducer operates at a resonant
frequency off 5980 kHz. Experiments are performed for ul-
trasound propagation in degassed water only and with a 25-
mm-thick castor oil phantom inserted into the propagation
path. Pressure measurements in the focal area are done in
water with a fiberoptical probe hydrophone27 to investigate
the effects of the attenuating castor oil layer. For the simula-
tions the initial pressure amplitude at the transducers surface
is set top050.15 MPa. The nonlinearity parameters (B/A)
for water and castor oil areB/A55.11 andB/A512.0,28 re-
spectively. Figures 12 and 13 show the comparison between
measurement and simulation of the pressure time curves in
the focal point and axial distribution of the maximal pressure
amplitudes for propagation in water only. For the calcula-
tions the attenuation of water is neglected. In Fig. 12 the
steepening of the pressure wave due to nonlinear propagation
effects can be cleary identified. The influence of the castor
oil is demonstrated in Figs. 14 and 15, showing again the
comparison between measurement and simulation for focal
pressure curves and axial pressure distribution. The 25-mm
castor oil layer, with an attenuation comparable to that of soft
tissue, leads to a reduction in the maximal pressure ampli-
tude of about 24%. These experiments demonstrate the ap-
plicability of the presented attenuation algorithm in combi-
nation with a nonlinear propagation model for therapeutic
ultrasound applications.

VI. DISCUSSION AND CONCLUSIONS

We presented an efficient numerical algorithm for the
broadband approximation of the typical soft-tissue power-
law attenuation which is based on a recursive calculation
method and thereby overcomes the problem of solving a con-

volutional integral in the time domain. It has been demon-
strated that, using this algorithm, the information of only
three ~with standard second-order differential quotient! or
four ~with higher order approximation! time levels and a few
auxiliary data are sufficient to approximate a convolutional
loss operator with high accuracy. The computational results
are validated by comparison with analytical solutions and
measurements for situations of linear and nonlinear ultra-
sound propagation.

The presented algorithms provide the basis to simulate
realistic scenarios of therapeutic ultrasound applications
completely in the time domain with high efficiency. Numeri-
cal investigations on the interaction of nonlinear steepening
effects and broadband power-law attenuation can be
performed.29 Especially for ultrasound thermotherapy, an ac-
curate broadband calculation of this interaction is very im-
portant to be able to determine the absorbed ultrasound
power in an accurate manner. Further, the extended model
can be combined with the bio-heat-transfer-equation to in-
vestigate the role of such nonlinear propagation and attenu-
ation behavior or the influence of temperature-dependent pa-
rameters on lesion formation in thermal therapies.30,31
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APPENDIX: COEFFICIENTS OF THE APPLIED
RECURSIVE ALGORITHM

In the following tables the coefficientsdq,a anddq,e for
amplitudes and exponents of the exponential function ap-
proximation are listed for three selected values ofy.

TABLE I. Acoustic parameters of water~Ref. 26! and the two test materials
at 20 °C used for simulations.

Water Castor oil Epoxy

c0 (m/s) 1482 1525 3117
r0 (kg/m3) 998 950 1734
a0 (dB/~cm MHzy)) 0 0.81 1.28
y 2 1.67 1.14

TABLE II. Numerical coefficients of the recursive algorithm fory51.1.

y51.1

k dq,a dq,e

1 0.206 224 16 0.000 070 45
2 0.115 786 08 0.243 367 39
3 0.083 664 90 0.014 848 13
4 0.072 507 59 0.004 116 49
5 0.100 253 82 0.057 028 18
6 0.095 572 36 1.214 752 53
7 0.111 235 71 20.000 054 74
8 0.138 198 13 0.000 050 03
9 0.076 482 35 0.001 054 30

TABLE III. Numerical coefficients of the recursive algorithm fory51.4.

y51.4

k dq,a dq,e

1 0.204 287 83 0.285 251 74
2 0.252 665 57 0.937 288 10
3 0.192 149 16 2.977 493 67
4 0.136 995 08 0.082 787 66
5 0.088 243 37 0.022 868 87
6 0.062 292 82 0.005 344 88
7 0.063 363 95 0.000 413 45
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Singly focused backscattering from small targets in an Airy
caustic formed by a curved reflecting surface
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When sound scatters off a curved-reflecting surface such as the ocean floor or surface, it can focus
forming caustics in the water column. The simplest caustic is an Airy caustic formed by the merging
of two rays. In a backscattering experiment with a target residing at or near an Airy caustic, a signal
can be focused on the way to the target, upon return from the target, or in both directions. To
investigate these processes, an experiment is conducted in which an Airy caustic is formed using a
cylindrical half-pipe reflector. The backscattered echo focused only once, either to or from a
spherical target, is examined here. These focused echoes can be significantly stronger than the
simple direct echo. Approximations are examined where the echo amplitude changes with target
position in proportion to an Airy function. The argument of the Airy function is calculated using the
relative echo times of transient pulses. This result is extended by applying the uniform
approximation method of Chester, Friedman, and Ursell. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1805143#

PACS numbers: 43.20.El, 43.30.Gv, 43.20.Dk@JJM# Pages: 2751–2758

I. INTRODUCTION

Curved reflecting surfaces can reflect sound in such a
way as to form caustics in the body of a fluid such as the
ocean. Sound backscattered from targets lying near these
caustics can show enhancements from echoes, which can be
in excess of a direct echo that does not reflect from the afore-
mentioned curved surface. When a target resides near the
caustic in the insonified region it is expected to scatter much
more sound than a target in a shadow region. Prior research
associated with sound reflected from curved surfaces in wa-
ter has typically emphasized the classification and parametri-
zation of the caustics and associated wave fields1–3 and the
statistical properties of the intensity fluctuations.4,5 The
branch of singularity theory commonly known as catastrophe
theory provides a framework for classifying and parametriz-
ing the wave fields.6–9 Caustics are also produced by refrac-
tion and reflection of sound associated with long-range
propagation, and catastrophe theory has been successfully
applied to those situations. Though in some situations the
reverberation from these reflecting surfaces may be consid-
ered noise or interference, these reflections can be used to
enhance the amplitude of the backscattering.

The goal of the present research is to extend the under-
standing of the aforementioned echo enhancement associated
with placing a small target at~or close to! the bright region
of a caustic wave field. For mathematical and experimental
simplicity a circular, cylindrical half-pipe is chosen as a re-
flecting surface. The first step in the study of this problem
will be to look at the ray picture of our simple system. A
source located at one end of the half-pipe in the position
shown in Fig. 1 gives rise to the caustic shown in that figure.
~Note that the caustic is actually a surface extended from the

line shown in theZ direction; only a slice of the surface in
theX–Y plane ofP is shown.! At position P, on the illumi-
nated side of the caustic, two rays reflect off the surface
between the source and positionP. Also shown is the direct
ray that does not reflect off the surface but goes directly
between the source and pointP. If point P is moved closer
to the caustic the two reflected rays move closer to each
other, finally merging when pointP is at the caustic, where
they are the same length. WithP on the other side of the
caustic, the shadow region, there are no reflected rays con-
necting the source andP. The caustic formed by this type of
ray merging is a fold or Airy caustic.6–10 It is modeled using
a cubic distance function to describe the incoming wave
front.7–11 For additional background information on reflec-
tions from concave cylindrical surfaces, some research re-
lated to microwaves is helpful.12

In this study, referring to Fig. 1, a target is placed at
point P and echoes back to the source/receiver are measured.
The target begins in the shadow region and moves to the
illuminated region. Figure 2 shows the target~open circle!
moving across the caustic formed by the source~closed
circle!. The signal coming from the target then forms a caus-
tic at the source/receiver; this is also shown in Fig. 2. The
caustic moves in the direction indicated by the arrow. Due to
reciprocity, the target crosses the source’s caustic at the same
position that the target’s caustic crosses the receiver. Thus,
focusing in both directions can be important. The rays going
between the source/receiver and a point target when the tar-
get is in the illuminated region are classified as follows.

~1! Direct ray. This is the trivial ray that passes directly
from the source/receiver to the target and back without
striking the surface.

~2! Single bounce rays (SB). Four rays strike the surface
only one time on their round-trip. Two of these strike the
surface in the following order: source–surface–target–

a!Now with: NSWC, Panama City, Code R-21, 110 Vernon Ave., Panama
City, FL 32407; electronic mail: benjamin.dzikowicz@navy.mil
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receiver. The reverse of these paths are also valid rays,
source–target–surface–receiver. This gives two pairs of
degenerate rays.

~3! Double bounce rays (DB). There are also four rays strik-
ing the surface both to and from the target. Two of these
strike the same location in each direction. The other two
rays are degenerate and strike the curved surface at dif-
ferent locations each way.

When the target moves across the caustic the SB rays
are singly focused and the DB rays focused twice. This paper
concerns itself with the first case, the merging of the SB rays.
It is important to note that the actual target is not a point but
a finite sphere. A numerical model was developed to show

that the SB merging takes place regardless of the size of the
target. The rays simply merge also on the surface of the
target. The effect of target size on the DB rays is more
complicated,13 and will be the subject of a different paper.

II. THEORY

In order to find the pressure at the receiver due to the
merging of the returning rays, the following expression is
used:

p~0,0,z!'
ik

2pz E2`

` E
2`

`

A~x,y!eikf(x,y)dxdy. ~1!

This is a special case for a fixed receiver location of a gen-
eral form given in the literature.8 Throughout the paper, low-
ercase letters will be used to describe the Cartesian coordi-
nates of a wave field, whereas the capital letters,X, Y, and
Z, will be used to denote the Cartesian coordinates of the
target. The conventione2 ivt describing the time dependence
is omitted. The field point at the receiver is chosen on thez
axis. It is illuminated in the far field by an incoming wave
that can be attributed to a virtual wave front defined by a
distance functionf(x,y) and amplitudeA(x,y). The wave
front is described as virtual since it is located beyond the
curved reflecting surface and serves as a model for the real
system. The functionf ~sometimes described as the gener-
ating function! gives the distance from the receiver at
(X,Y,Z)5(0,0,Z) to a point on the wave front in some ref-
erence frame. Equation~1! is used to calculate the backscat-
tered echo and this paper concerns itself with findingf(x,y)
andA(x,y) for the merging of SB rays and comparing pre-
dictions based on Eq.~1! to experimental results. These func-
tions also depend on the target coordinatesX, Y, andZ.

Since the rays returning to the receiver number zero,
two, or ~exactly on the caustic! one, as the target is scanned
through an Airy caustic, the simplest distance function de-
scribing the correct properties and parameters is

f~x,y!5gx31ax1by21z0 . ~2!

Including a term linear iny does not alter the conclusions of
the essential analysis. Figure 22 of Ref. 8 shows a section of
the associated wave front. Making the substitutionss
5(3gk)1/3x and w52ak2/3(3g)21/3, separating variables
and solving the integrals using standard solutions one is left
with the form8

p~Q!'
ip1/2k1/6p0

z0~3g!1/3b1/2 expF i S kz01
p

4 D GAi ~2w!, ~3!

for the pressure of the receiver where the Airy function is
defined as

Ai ~2w!5
1

2p E
2`

`

expF i S s3

3
2wsD Gds. ~4!

The positions of the source/receiver and the target are indi-
cated by the symbolQ. In the two-ray regionw is positive.
For this first approximation, it is assumed that the amplitude
does not vary significantly over the wave front, thus
A(x,y)5p0 .

FIG. 1. An acoustic source in the presence of a cylindrical half-pipe reflect-
ing surface. The pointP lies on the illuminated side of the caustic. ForP to
the right of the caustic there are no reflected rays from the source.

FIG. 2. This projection down the axis of the half-pipe shows the reciprocity
of the caustics. As the target~open circle! moves to the left across the
caustic formed by the source~dashed line!, the caustic reflected back by the
target~solid line! moves across the source~closed circle!.
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A numerical ray finding algorithm is developed to find
the exact location of each of the rays described in the intro-
duction. From this model, the return times for pulses travel-
ing along each of the rays can be found. The difference be-
tween the two return times associated with the SB rays can
be used to calculatew in the illuminated region as follows.
First, the stationary points are found by setting the derivative
of f(x,y) to 0,

df

dx
53gx22k22/3~3g!1/3w50,

df

dy
52by50, ~5!

giving

x656~3kg!21/3Aw, y650 ~6!

for the locations of the stationary points. Thenx6 and y6

can be put into Eq.~2! to give the distance function evalu-
ated for the two rays. The difference between these distance
functions may be given by the arrival time differenceDt
5@f(x1,0)2f(x2,0)#/c, which may be used to express
Airy argument2w,

w5~ 3
4 vDt !2/3, ~7!

and hence a final solution for the form of the pressure is
found by putting this into Eq.~3!

p~Q!'2
ip1/2k1/6p0

z0~3g!1/3b1/2 expF i S kz01
p

4 D G
3Ai S 2S 3

4
vDt D 2/3D . ~8!

The coefficientsg andb affect the magnitude of the returns
but their explicit determination is not central to the discus-
sion that follows. The experiment described in the following
section only gives the relative magnitude of the pressure.
Thus, for comparison it is more helpful to write:

upSB~Q!u5Sv1/6uAi ~2~ 3
4 vDt !2/3!u. ~9!

Written in this form the frequency dependence is retained
and the coefficientS found experimentally.S is in units of
pressure3time1/6. The argument of the Airy function has
been explained in terms of a time difference by various other
researchers in acoustics.14 This is the first approximation giv-
ing the pressure of the backscattered signal at the transducer
for a point target moving through an Airy caustic. An im-
proved approximation will now be described.

One of the approximations made in the previous argu-
ment was that the amplitudeA(x,y) has the same magnitude
across the whole virtual wave front for all target positions.
This approximation is needed if only the location of the sta-
tionary points is known. However, other information can be
gleaned by numerical ray finding. The angle that the incom-
ing ~or outgoing! rays make as the target changes position
can also be recovered using this technique. These are related
to the geometrically determined ‘‘classical’’ scattering ampli-
tude. As shown in the Appendix, this is proportional to

r5US du

dXD U1/2

, ~10!

wheredu is the change in return angle of a returning ray to
the transducer resulting from the change,dX, in target posi-
tion, (X,Y,Z), with respect to the fixed frame of the reflect-
ing surface. The incoming ray angle,u, is the angle measured
between the direct ray and the SB ray. Since there are two
SB rays, there will be two angles denotedu1 andu2 . This
measure of the ray density is proportional to the amplitude
associated with the returning rays,not to the amplitude at the
virtual wave front.

For two ray merging, the solution sought here always
reduces to solving a diffraction integral of the form:

I 5E
2`

`

A~u!expF i S u3

3
2wuD Gdu, ~11!

with stationary points atu656Aw. An approximation of
the cubic wave term by taking a Taylor expansion about the
two stationary points and keeping up to the quadratic term
can be made. Then along with a linear expansion of wave
front amplitude the integral can be written revealing the two
incoming rays. This result is from Conner and Marcus15 and
is valid for large positivew,

I'A~u1!p1/2w21/4 expF i S 2
2

3
w3/21

p

4 D G
1A~u2!p1/2w21/4 expF i S 2

3
w3/22

p

4 D G . ~12!

HereA(u6) is the virtual wave front amplitude at each of the
stationary points. For largew ray contributions are separately
expressed. Thus, the classical amplitude returning to the tar-
get can be identified in Eq.~12! as

r65US du6

dX D U1/2

}w21/4A~u6!. ~13!

This gives the integralI with the following proportionality,

I}r1 expF i S 2
2

3
w3/21

p

4 D G1r2 expF i S 2

3
w3/.22

p

4 D G .
~14!

As mentioned earlier these amplitudes will diverge at the
caustic so a better approximation must be utilized, one which
will not diverge at the caustic.

By using the complete form of the phase and a linear
expansion of wave front amplitude Conner15 uses the method
of Chesteret al.16 to give a uniform approximation of the
integral in Eq.~11!:

I'p~A~u1!w21/41A(u2)w21/4!w1/4Ai ~2w!

2 ip~A~u1!w21/42A~u2!w21/4!w21/4Ai 8~2w!.

~15!

The derivative of the Airy function is defined

2pAi 8~q!5 i E
2`

`

s expF i S s3

3
1qsD Gds. ~16!

According to Connor15 the approximation of Eq.~15! is
exact if A(u) is a linear function ofu, which is not neces-
sarily the case in the present application. In addition, the
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form of the phase does not need to be exactly cubic to use
this approximation, but it needs two roots and must go over
to a cubic function for small argument. For discussion of an
alternative approach, see Ludwig.17

In the present application, the relation in Eq.~13! can be
used to rewrite Eq.~15! as follows:

I}p~r11r2!w1/4Ai ~2w!2 ip~r12r2!w21/4Ai 8~2w!.
~17!

Finally, rewriting Eq.~9! in a more refined way:

upSB~Q!u5S8v1/6U FUS du1

dX D U1/2

1US du2

dX D U1/2G S 3

4
vDt D 1/6

Ai F2S 3

4
vDt D 2/3G

2 i FUS du1

dX D U1/2

2US du2

dX D U1/2G S 3

4
vDt D 21/6

Ai 8F2S 3

4
vDt D 2/3GU ~18!

using Eq.~17! and Eq.~13!. Here,S8 is a different coeffi-
cient fromS in Eq. ~9! since the classical amplitude is speci-
fied to a multiplicative constant in that result. The coefficient
S8 has the units pressure3time1/63(distance/radians)1/2 to
account for the units of the derivatives. The form in Eq.~18!
is the same as was found by Berry18,19 by studying two-ray
merging from a cylindrical wave front using purely geomet-
ric arguments. An important test of this method lies in the
limits at the caustic. Each of the combined prefactors must
be smooth, nonzero, and finite at the caustic. Each of these
prefactors as well as the diverging classical ray amplitude is
plotted for the smaller of the two target sizes in the experi-
ment using the numerical estimates ofu(du6 /dX)u1/2 in Fig.
3. The required ray angles,u1 and u2 , along with their
evolution with target locationX, were determined using a
ray tracing algorithm.13

It is important to note that although these results were
derived considering the merging of SB rays returning from a

point target in an Airy field, they can be applied to finite,
smooth reflecting targets where the rays merge in a such a
way thata, b, andz0 vary little throughout the target posi-
tions of interest. Expressions formally similar to Eq.~18!
were given by Tindle for a different problem in underwater
acoustics.14

III. EXPERIMENTS

In order to create an Airy caustic a cylindrical half-pipe
with a radius of 0.1524 m is used. The geometry is shown in
Fig. 1. All the reflectors~the target and the surface! are made
of closed-cell Styrofoam and are submerged in an 8-ft-diam
water tank. This allows the approximation of reflections as
perfectly soft. At one end of the foam, the composite trans-
ducer is aimed down the half-pipe approximately between
the target and the expected direction of the returns. At the
other end~approximately 0.34 m away! is a spherical target
with a radius ofa50.009 95 m. This giveska510.55 using
the tone burst frequency of 250 kHz. These values put the
target in a regime where the scattering is nearly isotropic in
the backward hemisphere.20 There is also a large forward
scattering peak in both these cases but this is not of concern
since the signal passes down the length of the half-pipe. The
isotropic scattering, in all but the forward scattering direc-
tion, is important to simplify the classical ray amplitude as
described in Sec. II. Even with the careful choice of targets,
there is a creeping wave running around the back of the
target causing a second, later signal.21 Simple experiments
with the transducer and targets used here confirm that these
creeping wave contributions are small and are neglected in
the discussions to follow.

The target is positioned in a plane perpendicular to the
axis of the half-pipe using a mechanical positioning system.
The source lies at (20.130, 0.032, 0! m and the target at (X,
20.042, 0.275! m with the whole of the half-pipe lying be-
low Y50 and theZ axis running down the center of the
cylinder. The target moves on a horizontal line as shown in
Fig. 2. Data are taken at a positionX and then the target is
moved to a new position,X1d, and repeated until all the
data points are collected. For the data shown here the target
is moved fromX50.0500 m toX50.1000 m with steps of

FIG. 3. A plot of the normalized classical ray amplitude (r6) from Eq.~10!
demonstrates their divergence. These are plotted as open squares and tri-
angles and a polynomial fit appears as a solid line. However, the coefficients
of Eq. ~17!, which are also plotted here as solid points~so close they appear
as a thick line!, are finite at the caustic and their fit moves smoothly into the
two ray region. The data are taken from the numerical ray finding technique
for the 9.95 mm radius target.
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d50.0002 m crossing from the zero-ray to the two-ray re-
gion in the process.

A straightforward send–receive trigger system is used.
First, a pulse generator puts a Send–Receive Switch~RITEC
clamped diplexer! into its send mode. Then, after a delay of
20 ms set by a digital delay generator, the transient pulse or
tone burst is sent toward the transducer. The form of the
outgoing signal is programmed into a function generator. On
its way, it is amplified to about 185 V peak. The signal then
passes through a diode circuit to prevent noise from the am-
plifier from interfering with the return signal. The function
generator also triggers the oscilloscope as it releases its sig-
nal. The oscilloscope is set with a delay to crop out the signal
until the returns of interest appear.

After reflecting off the target and surfaces, the backscat-
tered signal returns to the transducer. By now, the transducer
has been switched to receive mode by the rising end of the
pulse from the pulse generator. A preamplifier amplifies the
signal before passing it though an analog bandpass filter. The
oscilloscope then records the signal at a sampling rate of 100
MHz. The data are then collected and recorded on a com-
puter. After data collection, the signals are high and low pass
filtered and the envelope amplitudes determined from the
magnitude of the analytic signal constructed using the Hil-
bert transform.13

Since it is difficult to determine the exact position of the
target and source/receiver in the water tank, a short transient
pulse is used to determine return times of the echoes de-
scribed in Sec. I. A Gaussian envelope burst of six cycles
~the Gaussian is truncated at 5% of maximum amplitude! at
400 kHz is used. The return times for the peak transient echo
are then matched to the return times calculated by the nu-
merical ray technique. This is shown in Fig. 4. The surface,
target, and source/receiver locations are adjusted in the nu-
meric ray finding technique to optimize the agreement in the
figure giving the locations previously noted. Although the

DB merging is also shown, this paper only deals with the
merging of the SB rays. Some imperfections evident in the
comparisons are associated with the difficulty of automati-
cally determining the peaks of the envelope in a superposi-
tion of closely spaced signals.13 The extracted position of a
peak is occasionally offset from the relevant arrival time as
evident from some of the DB data. Once the numerical time
differences and the angular changes are known from the
model they are put into Eq.~18! to find the steady state
amplitude.

To avoid interference with the returning direct and DB
returns a steady state signal cannot be used to verify Eq.
~18!. Instead, a 70ms tone burst at 250 kHz is smoothed with
25 ms rise and fall tails on either end is used. A tone burst of
this length is long enough for the SB returns to overlap, but
not too long to interfere with the DB or direct returns in most
cases.13 The tails are cosine-squared functions giving a true
center width of 20ms and an effective center width of 34.3
ms ~the effective center width being the width where the
amplitude of the envelope is greater than 90% of maximum!.
The amplitude of the SB focused returns is taken at the av-
erage time of the two SB return times from the numerical
model.

IV. RESULTS AND DISCUSSION

Figure 5 shows the signal return of the tone burst when
the target is near the caustic. The enhancement due to the
focusing can clearly be seen. The singly focused return is
larger than that of the direct return and the doubly focused
return is even greater. The lines indicate the time where the
amplitude was recorded. Plotting the measured amplitudes
against the results of Eq.~18! is shown in Fig. 6. The result,
Eq. ~9!, without the wave front amplitude correction is also
shown; it also agrees with the measurements, but not as well
as the complete solution. TheDt in Eqs. ~9! and ~18! was
given by time differences between the predicted SB times in

FIG. 4. Round trip return times for a short pulse plotted with respect to the
target position as it moves across the caustic. The solid lines are the calcu-
lated return times using a numerical ray finding technique. Each of the
different types of returns is labeled: the lone direct return~D!, two single
bounce~SB! returns, and the double bounce returns~DB and XDB!. The
target radius was 9.95 mm.

FIG. 5. A typical backscattered return with the target near the caustic. Each
of the three types of return can be seen. The direct reflection~D!, the singly
focused returns~SB!, and the doubly focused returns~DB! can be seen.
Each focusing gives a greater return than the one before it. The Hilbert
transform is used to find the envelope of the return also plotted here. The
target radius was 9.95 mm andka510.55.
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Fig. 4. The constantS in Eq. ~9! was selected independently
from S8 in Eq. ~18!. When the target is in the shadow region
of the Airy caustic, the arguments of Ai(w) and Ai8(w) in
Eqs.~8! and~9! are extrapolated from the values in the illu-
minated region. A simple least-squares cubic polynomial fit
is used. It is also necessary to use smooth extrapolations of
the combined amplitude prefactors for the Ai(w) and Ai8(w)
terms in Eq.~18!. These are plotted in Fig. 3 and are given
by polynomial fits.13

Figure 7 shows the result with a larger target~radius
0.030 m! and the theory matches here as well. For the large
target experiment, the target is located at (X, 20.036, 0.409!
m and the source at (20.13, 0.025, 0! m. The target moves
from X50.05 to 0.11 m. The anomalous variation of the
amplitude visible in the right nearX50.109 m is a conse-
quence of a small amount of overlap with the double bounce
echo specific to this target location.13 Inspection of Figs. 6

and 7 indicates that the model given by the solid curves from
Eq. ~18! is a significant improvement relative to the elemen-
tary Airy function model given by Eq.~9!. This improvement
is also evident in several other measurements obtained with
the small target between 200 and 300 kHz.13

The method presented in this paper for analyzing the
magnitudes of the backscattering of a target in a caustic field
can be thought of as a blueprint for approaching and consid-
ering related problems. One can envision finding the echo
amplitudes for targets passing through different types of
caustic fields as well as focusing due to refraction due to
sound speed variations. Although these types of wave fields
have been characterized,10,11,14evidently less is known about
the scattering by targets near the caustics. The models given
here have a versatility that goes beyond locating a spherical
target in a cylindrical half-pipe. The most direct application
pertains to the evolution of echo amplitude near Airy caus-
tics.

The qualitative results are also important: the simple en-
hancement of the backscattering when the target is on the
caustic and the simple echo time relationships. Imagine a
spherical source/receiver searching for a target in the pres-
ence of a rippled surface. The target would move in and out
of caustic regions and thus the returns would focus and de-
focus. With knowledge of the simple time relationships be-
tween the direct echo and the single and double bounce echo
times, one could confirm a target with more confidence than
simply a direct echo from the target by applying the approxi-
mation in Eq.~9!.
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APPENDIX: GEOMETRIC AMPLITUDE FACTOR

What follows is a summary of the derivation of the
amplitude-scaling factorr in Eq. ~10!. For this derivation,
reflectors in the system~including the target! are assumed to
have isotropic reflection coefficients that do not depend on
the angle of incidence. If this is true, conservation of energy
and geometric arguments can be used. It is sufficient to con-
sider two-dimensional propagation because the specific value
of the coefficientb in Eq. ~2! was not important in the analy-
sis. A receiver is located a distancer from a virtual wave
front, W(x,j), which has a local radius of curvaturer 0 at the
stationary point. Herej is a parameter that affects the wave
front shape. In the present application, this is the target po-
sition. By conservation of energy, the power through a small
sectionds5r 0dc of wave front at the stationary point is the
same as the power after spreading to the receiver, where
ds85(r 1r 0)dc. Thus, the spreading in two dimensions
gives intensity with the following proportionality:

I}
ds

ds8
}

r 0

r 01r
'

r 0

r
, ~A1!

where the last approximation comes from the receiver being
far from the wave front orr @r 0 . Calculating the curvature,

FIG. 6. The magnitudes of the center of the singly focused returns are
shown for different target positions of a small target (ka'10.5 and radius,
9.95 mm!. The dashed line is the Airy fit from Eq.~9! and the solid line is
the refinement from Eq.~18!.

FIG. 7. The magnitudes of the center of the singly focused returns are
shown for different target positions of a large target (ka'30 and radius, 30
mm!. The dashed line is the Airy fit from Eq.~9! and the solid line is the
refinement from Eq.~18!.
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1

r 0
5

Wxx

~11Wx
2!3/2 5Wxx . ~A2!

Wx indicates the partial derivative ofW with respect tox. At
the stationary point, the first derivative with respect tox
vanishes. The proportionalityI}uWxxu21 follows from Eq.
~A1!. To findWxx , expandW(x50,j5j0) in a Taylor series
aboutx50 andj5j0 . Since the ray meets the wave front
perpendicularly, the Taylor expansion contains no linear term
in x,

W~x,j!'r 1Wj~j2j0!1
Wjj

2
~j2j0!21

Wxx

2
~x!2

1Wxj~x!~j2j0!1¯ . ~A3!

Then whenj5j0 there is a stationary point atx50. Whenj
is shifted fromj0 ~as when the target position is shifted!, the
derivative, which must vanish for the ray condition, becomes

]W

]x
5xWxx1Wxj~j2j0!. ~A4!

For small deviations fromx50 andj0 , this becomes

Wxxdx1Wxjdj50. ~A5!

Giving, for Wxx ,

1

Wxx
52

1

Wxj
S dx

dj D . ~A6!

Then Eqs.~19! and ~20! give the following proportionality:

I}
1

r uWxju
US dx

dj D U. ~A7!

It is helpful to introduce polar coordinates since the ray
angles can be more easily specified. Letx5r sinu and dx
5r cosu0du1sinu0dr whereu0 is the angle from they axis
as shown in Fig. 8. Now the derivative is rewritten,

S dx

dj D5r cosu0S du

dj D1sinu0S dr

dj D . ~A8!

The radial derivative may be eliminated by selecting a coor-
dinate system such that for a given ray sinu050. This leaves,
once substituting into Eq.~25!,

I}
1

uWxju
US du

dj D U. ~A9!

Finally, since the ray amplitude is proportional to the root of
the intensityI , the desired property in Eq.~10! is found.
Here the parameterj is taken to be the location of the target,
X. When the curvature of the virtual wave front vanishes at
a caustic, thendx/dj in Eq. ~A6! diverges anddu/dj di-
verges, which becomesdu/dX in the notation of Eq.~10!.
The other factor,uWxju21 in Eq. ~A9! depends relativity
weakly on the target position and is taken as constant.
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The propagation of sound in long enclosures is addressed theoretically and experimentally. In many
previous studies, the image source method is frequently used. However, these early theoretical
models are somewhat inadequate because the effect of multiple reflections in long enclosures is
often modeled by the incoherent summation of contributions from all image sources. Ignoring the
phase effect, these numerical models are unlikely to be satisfactory for use in predicting intricate
patterns of interference due to contributions from each image source. In the present paper, the effect
of interference is incorporated by coherently summing the contributions from the image sources. To
develop a simple numerical model, the walls of long rectangular enclosures are represented by either
geometrically reflecting or impedance boundaries. Measurements in a one-tenth-scale model are
conducted to validate the numerical model. In some of the scale-model experiments, the enclosure
walls are lined with a carpet to simulate the impedance boundary condition. It has been shown that
the proposed numerical model agrees reasonably well with experimental data. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1798351#

PACS numbers: 43.20.Fn, 43.20.Mv, 43.28.Js@SFW# Pages: 2759–2770

I. INTRODUCTION

Based on the assumption of a diffuse sound field, the
classic room acoustics theory has been developed and used
for more than a century.1 In long enclosures, such as corri-
dors and tunnels, the classic formulas are unsatisfactory, as
the assumption of a diffuse field does not necessarily hold
due to the extreme dimensions. Kang2 conducted measure-
ments showing that classical room acoustics was not appli-
cable in a long enclosure. In general, it would be rather dif-
ficult to determine the reverberant levels in a long enclosure
because the sound field is inhomogeneous and the level of
sound will not be constant throughout.

We note that a number of investigations relating to the
reverberation in long enclosures have been carried out since
the 1960s. Yamamoto3 was among the first to study the
propagation of sound in corridors. Davies4 and Redmore5

were also interested in the subject in the 1970s and 1980s,
respectively. The ray-tracing technique and image source
method were used to predict the attenuation of sound in long
corridors. In the late 70s, Sergeev6 used an image source
model to derive simple formulas to estimate the propagation
of sound in city streets and long tunnels. A point source was
considered in his study and the total sound field was evalu-
ated by summing contributions from all rays incoherently.
However, he offered no measurement results to support his
model. In the 1990s, Kang7,8 proposed theoretical expres-
sions derived from the image source method to calculate re-
verberation times in long rectangular rooms with geometri-
cally reflecting walls. In the late 1990s, Imaizumiet al.9 used
a conical beam method, which combined the advantages of
the ray-tracing technique and the image source method, to
predict the propagation of sound along a ‘‘T’’-shaped tunnel.
In a recent study, Yang and Shield10 developed a ray-tracing

computer model for the detailed investigation of sound fields
in long enclosures.

The effects of interference due to multiple reflections of
sound rays from boundary walls were generally ignored in
all of the previous studies mentioned above. It is important to
point out that in the late 70s Gensane and Santon11 consid-
ered the wave nature of sound in their study of sound fields
in bounded and arbitrarily shaped spaces. Lemire and
Nicolas12 extended this approach by using a spherical-wave
reflection coefficient instead of a plane-wave reflection coef-
ficient to model the propagation of waves in a bounded
space. In particular, they investigated the sound fields in a
rectangular enclosure and in the region bounded by two in-
finite parallel planes. Their predicted results agreed very well
with the standard normal-mode solutions, but no experimen-
tal validations were presented. It is also notable that the
Acoustical Society of Japan published a simple numerical
scheme to predict the propagation of road traffic noise in
tunnels.13 This numerical scheme is referred as the ASJ
model in the following discussions and analysis.

The current study is motivated by the need to reduce the
levels of noise inside a road traffic tunnel. A simple yet ac-
curate model for prediction is required to assess the propa-
gation of sound in tunnels with absorptive lining. In this
paper, we wish to investigate the propagation of sound in
long enclosures both theoretically and experimentally. A nu-
merical scheme is developed using a complex image source
theory according to Lemire and Nicolas.12 Scale-model ex-
periments are conducted to validate their theory. This pre-
liminary study will provide a basis for assessing the propa-
gation of sound in tunnels.

In Sec. II, we describe three models frequently used to
model the propagation of sound in long enclosures: the inco-
herent model, the complex image source model~also known
as the coherent model!, and the ASJ model. Section III pre-
sents experimental results as well as theoretical predictionsa!Electronic mail: mmkmli@polyu.edu.hk
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according to coherent and incoherent models for various im-
pedance boundary conditions. Finally, conclusions are drawn
in Sec. IV.

II. THEORETICAL MODELS

A. Ray model—Incoherent summation

In studying the effects of interference due to the direct
ray and its reflected rays from the boundaries of long enclo-
sures, the propagation model reviewed here was based on a
typical case of rectangular long enclosures with geometri-
cally reflecting boundaries~see Fig. 1!. Diffusion is ignored
and the absorption coefficient of the boundaries is assumed
to be independent of the incident angle.

According to the acoustic ray models developed by
Yamamoto3 in the 1960s, by Davies4 in the 1970s, by
Redmore5 in the 1980s, and by Kang2 in the 1990s, the
sound field at a particular receiver position is considered to
be a summation of the intensities from the direct and each
image source. Taking into consideration the absorption of the
boundaries, the total intensity,I, can be obtained by incoher-
ently summing all contributory components to yield

I 5I refdref
2 (

N

RN

dN
2

, ~1!

whereI ref is the free-field sound intensity of the source at a
reference distance ofdref from the source,dN is the length of
the path from the image source to the receiver, andRN is the
reflection factor which represents the fraction of sound en-
ergy reflected from the boundaries. We remark that the at-
tenuation due to the absorption of sound in air has been
ignored in Eq.~1!. The path lengthdN can be determined in
a straightforward manner by simple geometrical consider-

ations. The reflection coefficient for each interaction with a
boundary surface is simply given by

RN512a j , ~2!

where a j ( j 51,2,3,4) is the respective absorption coeffi-
cients of the walls of the rectangular enclosure. The reflec-
tion factorRN is the combined reflection coefficient associ-
ated with the image sourcen. The amplitude ofRN is
reduced by a factor (12a j ) for each interaction with the
corresponding boundary surface. An implicit assumption of
the model given in Eq.~1! is that the mutual effects of the
interference of direct and all reflected waves are ignored. We
refer to this model as the incoherent model.

The absorption coefficients of the boundaries of long
enclosures vary from case to case depending on the surface
finish. Kang,8 and Yang and Shield10 conducted field mea-
surements in an underground station, the surfaces along the
length of which were all of concrete. They assumed in their
models that the absorption coefficients of all boundaries
were the same, ranging from 0.03 to 0.07 at octave bands of
125 to 4000 Hz. In our study, these parameters for absorption
coefficients are used in our subsequent numerical analyses,
unless otherwise stated.

B. Complex image source theory—Coherent model

Although the wave nature of sound fields in enclosed
spaces was studied by Gensane and Santon,11 and by Lemire
and Nicolas,12 they presented no experimental validations of
their theoretical formulations. In a recent study, Dance
et al.14 have developed an interference model for calculating
the total sound fields in an industrial space. However, their
model is only accurate at receivers located close to the re-
flecting surfaces. We plan to explore these earlier models
both theoretically and experimentally to investigate the effect
of finite impedance on the overall sound fields in a long
enclosure.

In previous publications, Iu and Li15 derived an expres-
sion for the propagation of sound in a narrow city street.
Lemire and Nicolas12 formulated a solution for the propaga-
tion of sound in a bounded space. These two theoretical
models are based on an analytic Green’s function that was
also a complex image source model. A spherical wave reflec-
tion coefficient was included in their numerical models to
account for the reflection from the surface of an impedance
boundary. In the current study, we follow Lemire and Nico-
las in representing a long enclosure using two parallel verti-
cal inwalls of infinite extent and two parallel horizontal
planes, namely, the ground and ceiling. The width of the long
enclosure isW, with the left vertical wall located at a plane
of x50. The height of the long enclosure isH, with the
ground situated at a plane ofz50. Both the ground and
ceiling are assumed to be perpendicular to the vertical walls.
The schematic diagram in Fig. 1 shows a view of the plan of
the posed problem, and illustrates formation of the first- and
second-order image sources. The source and receiver are lo-
cated at (xs,0,zs) and (x,y,z), respectively. As the sound
field is symmetrical at about they50 plane, we are inter-
ested in the region wherexP@0,W#, yP@0,̀ ), and z
P@0,H#.

FIG. 1. Rows of image sources formed in a tunnel by reflections of four
boundaries.
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As can be seen from Fig. 1, the total sound field is
composed of contributions from the direct source, and a se-
ries of image sources is produced by reflections of the two
parallel walls from the source located at (xs,0,zs). In addi-
tion, the total sound field is augmented by infinite rows of
image sources due to the presence of a reflecting ceiling and
the reflecting ground. The total sound field due to a mono-
pole of unit strength can be computed by summing all con-
tributions coherently to yield

P5
1

4p (
N50

`

QsN

eikdN

dN
, ~3!

wheredN is the distance of the image sourcen and the re-
ceiver, andQsN is the combined complex wave reflection
coefficient associated with the image sourcen. At each inter-
action with a boundary plane, the complex wave reflection
coefficient,QN , is determined according to16

QN[Q~dN ,b i ,uN!5Rp1~12Rp!F~wN!, ~4!

with the plane-wave reflection coefficient,Rp , given by

Rp5
cosuN2b j

cosuN1b j
, ~5!

whereuN is the incident angle of the reflected wave of the
image sourcen, andb j ( j 51, 2, 3, and 4 for the four bound-
ary surfaces of the long enclosure! is the specific normalized
admittance of the corresponding boundary surface. The term
F(wN) is known as the boundary loss factor, which can be
determined by

F~wN!511 iApwNe2wN
2

erfc~2 iwN!, ~6!

with the parameterw, which is also known as the numerical
distance, defined by

wN5AkdN/2~11 i !~cosuN1b j !. ~7!

The successive reflections of a spherical wave due to an im-
age sourcen are then modeled by the product of the spherical
wave reflection coefficientQN pertaining to each reflection
in the sequence. This product, the overall complex wave-
reflection coefficient, is labeled asQsN in Eq. ~3!. As pointed
out by Lemire and Nicolas, Eq.~3! represents a first-order
approximate solution, but Allen and Berkeley17 have shown
that this solution is an exact one when all of the boundary
walls are rigid, i.e.,b j50 and henceQsN51. In this case,
the solution can be written simply as

P5
1

4p (
n50

`
eikdN

dN
. ~8!

Hodgsonet al.18 revealed that the introduction of porous
absorbers into a scale model of a factory led to unexpected
effects. He found that the absorptive effect of boundaries was
dependent on the shape of the enclosure and could not be
measured in the usual way in a reverberation chamber. Re-
cently, Kang19 studied the effect of architectural acoustic
treatments to improve the intelligibility of speech in a long
enclosure. He pointed out that the attenuation of sound along
the length of the enclosure is greater when the sound absorb-
ers are along three or four boundaries rather than along one

or two. However, at present, there is no validated theoretical
model that takes into account the effects of mutual interfer-
ence from all image sources for predicting the propagation of
sound in a long enclosure with impedance boundary condi-
tions.

C. The ASJ prediction model

The Research Committee on Road Traffic Noise of the
Acoustical Society of Japan published a Prediction Model
1998 for Road Traffic.13 Hereafter, we refer to this numerical
scheme as the ASJ model. The model is used to predict the
propagation of road traffic noise in tunnels. It is based on a
sound energy balance inside the tunnel. Numerically, it is a
simple model for the calculation of noise radiation in the
tunnels, as two imaginary sources are assumed in the model.
The first imaginary source represents the direct sound field in
the tunnel. The residual sound field due to the effect of mul-
tiple reflections between the tunnel walls is calculated by the
second imaginary source, which represents a distribution of
surface sources.

The ASJ model was adopted by Kobayashiet al.20 to
predict noise propagation in a road tunnel. Attenuation at the
straight and curved sections of the tunnel showed similar
reduction characteristics, with a reduction rate of 4 dB per
doubling of distance, up to a distance of 250 m. It was ob-
served that the measured data over a distance of 300 m
showed a greater reduction than predicted. The effect due to
air absorption was ignored in the ASJ model.

Although the predicted tunnel attenuation agreed quite
well with the experimental data, the measured decay rates at
the 63-Hz and 125-Hz octave bands were rather irregular: no
clear attenuation was observed. Kobayashiet al. indicated
that this was possibly due to mode resonance at particular
sections of the tunnel, or reflections at the open ends of the
tunnel.

Tachibanaet al.21 carried out experimental measure-
ments in a 1:40 scale-model tunnel to validate the ASJ
model. Their experimental results showed that the propaga-
tion of sound was dependent on the source frequency. They
concluded that the ASJ model could only be used as a first-
order approximation for estimating the noise attenuation in
tunnels.

In a recent study, Takagiet al.22 demonstrated that the
ASJ model was a simple and useful numerical scheme appli-
cable to the prediction of road traffic noise in tunnels. To
predict the road traffic noise in tunnels of a rectangular cross
section, they derived a simple expression for the attenuation
of sound energy as follows:

I 5I ref

2dref
2

wH
tan21S wH

A~a td!41~w21H2!~a td!2D , ~9!

where I is the predicted sound intensity at a horizontal dis-
tanced from the source,I ref is the reference sound intensity
at a reference distance ofdref from the source in the free-field
condition,H is the height of the tunnel, and 2w is the width
of the tunnel. The absorption parameter,a t is an empirical
factor used to account for the acoustical characteristics of the
tunnel walls. It vanishes when the tunnel has a perfectly
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reflecting boundary. The absorption parameter was normally
obtained by experimental measurements and a value of 0.04
was determined for the concrete walls.22 Takagiet al.22 pro-
posed an empirical formula for the determination ofa t as
follows:

12a t5~12a!0.48, ~10!

wherea is the sound absorption coefficient of the material.
It is worth pointing out that the ASJ model offers a

simpler formula than the incoherent model proposed by
Redmore5 and Kang7 for predicting the sound field. Results
of sound measurements in a highway tunnel showed good
agreement with the ASJ model where discrepancies of less
than 2 dB were reported between measured data and
predictions.22

III. NUMERICAL SIMULATIONS AND EXPERIMENTAL
RESULTS

A. Numerical simulations

The total sound field is composed of contributions from
the direct source and from a series of image sources pro-
duced by multiple reflections of the two parallel walls due to
the source located at (xs,0,zs). In addition, the total sound
field is also augmented by infinite rows of image sources due
to the presence of a reflecting ceiling on the top and a ground
surface on the bottom. The total sound field can be estimated
by summing up the contributions from each of these sources.

In the presentation of numerical and experimental re-
sults, we use the term excess attenuation~EA!. EA is defined
as the ratio of the total sound field at various receiver loca-
tions, P, to the free-field sound pressure at 1 m from the
source. Thus, EA is given by

EA520 log~P!. ~11!

On the other hand, a comparable definition is needed for the
excess attenuation if the incoherent model is used to predict
the sound fields. In this case, the excess attenuation can be

defined as the ratio of the total intensity level,I, to the free-
field intensity level measured at 1 m from the source. It is
simply given by

EA510 log~ I !, ~12!

where the total intensity level can be obtained from Eq.~1!.

B. Scale-model experiments

To study the sound field in nondiffuse spaces, Hodgson
et al.18 used a 1:50 scale model to investigate factory sound
fields with considerable success. However, it was found that
the introduction of porous absorbers into the model resulted
in unexpected effects. In the 1990s, Orlowski23 built a model
of an existing factory at a scale of 1:16. Comparisons of the
measurements of field and scale models showed good agree-
ment. In the late 90s, Orlowski24 used scale modeling to
study the intelligibility of speech in underground stations.
Tachibanaet al.21 used a 1:40 scale model to predict the
radiation of sound from the mouths of tunnels. Kang25 de-
veloped a computer model to predict the temporal and spatial
distribution of train noise in underground stations. In his
study, a 1:16 scale physical model was constructed to vali-
date the prediction model. To compensate for the effect of
the absorption of air at high frequencies, measurements were
carried out in a test tunnel filled with oxygen-free nitrogen at
a concentration of 97% to 99%.

In the present study, a larger model tunnel at a scale of
one-tenth was built for our experimental measurements. Ex-
perimental data were obtained to validate the theoretical
models described in Sec. II. In fact, the use of a larger scale
in the construction of a model tunnel proved to be a rela-
tively simple and inexpensive technique, because the mea-
surements can be carried out in normal atmospheric condi-
tions without the need to fill the test tunnel with oxygen-free
nitrogen. Sandwich-type steel panels 60 mm thick were used
to build the model long duct with acoustically hard bound-
aries. The outer skin of the panel was made of 1.5-mm-thick

FIG. 2. Characterization of the impedance of a carpet.
Both source and receiver are 0.065 m above the ground
and are separated from each other at 1.0 m.~Measure-
ment: dashed line with crosses; Theoretical prediction:
solid line!.
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galvanized steel sheet and the infill with 50-mm-thick fiber-
glass. To minimize the effects of vibration from the galva-
nized steel sheet, a 9-mm-thick gypsum board was stuck to
the inside surface of the steel sheet. Due to the size of the
model long duct, all measurements were conducted in an
open space in a factory. During our measurements, the level
of background noise was monitored to ensure that it was
always below 60 dB, with typical signal levels inside the
model long duct well above 75 dB. This precautionary step
was necessary for all experimental measurements to mini-
mize any effects from the background.

The steel panels were assembled to have an internal
width and height of 1.0 and 0.6 m, respectively. To prevent
the sound waves from reflecting back into the model long
duct due to the effect of end reflection, an anechoic termina-
tion was designed according to ISO 7235-1996.26 The
anechoic termination was erected at the end of the test duct
on the receiving side for all experimental measurements. The
overall length of the model long duct was 8.5 m. At full
scale, the model represents a cross section of a rectangular
tunnel 10 m in width and 6 m in height. In the following
paragraphs, we refer to all dimensions as scaled distances
unless otherwise stated.

A Brüel & Kjær 1/2-in. condenser microphone and a
Tannoy driver were used as a receiver and a point source,
respectively. A PC-based maximum length sequence system
analyzer~MLSSA!27 was used both as a signal generator for
the source and as an analyzer for the subsequent processing

of data. The maximum length sequence~MLS! technique
was chosen in the present study because Vo¨rlanderet al.28

had confirmed the validity of applying MLS techniques to
measure sound in highly reverberant sound fields. Indeed,
the MLS technique was also chosen by Kang8 to carry out
his site measurements in an underground train station with a
tunnel having a dimension of 20 m in width, 5.7 m in height,
and 200 m in length.

In the current study, the MLS technique has the advan-
tage that no correction of background noise is necessary for a
signal-to-noise ratio of 0 dB. As MLSSA was operated in the
time domain where the impulse response was measured, the
chosen data for processing were based on the time between
the arrival of the direct and the last order rays. The time-
series data were converted to spectral data by the fast Fourier
transform ~FFT! technique. Each spectrum level was then
normalized by the prerecorded direct field measurement
taken at 1 m from the source at the free field. The final output
was then the required excess attenuation spectrum.

In addition to hard duct walls, some measurements were
conducted to model conditions when the boundary walls
were covered with sound absorption materials. Carpets were
fixed on one or both vertical panels of the model duct and
were used to simulate a soft wall surface. Prior experiments
were performed to characterize the acoustic impedance of the
carpet at the open space of the factory. The MLS technique
was again used for the characterization, with both the source
and receiver set at a height of 0.065 m above the carpet and

FIG. 3. The normal incidence absorption coefficient of
the carpet measured using the impedance tube method.

FIG. 4. The schematic sketch illustrates the model tun-
nel with anechoic termination.
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FIG. 5. Comparison of the measured spectrum of ex-
cess attenuation with the respective predictions by the
coherent, incoherent, and ASJ models. Measurements
were conducted in a model tunnel with hard boundaries.
Both the source and receiver were located at 0.11 m
above the ground. The source/receiver geometries are
as follows: ~a! source at~0.5,0,0.11! and receiver at
~0.25,5,0.11!, and ~b! source at~0.25,0,0.11! and re-
ceiver at ~0.25,5,0.11! ~Measurement: dashed-dotted
line with closed circles; Coherent prediction: solid line;
Incoherent prediction: solid line with open circles; dot-
ted line with crosses!.

FIG. 6. Comparison of the measured spectrum of ex-
cess attenuation with the respective predictions by the
coherent, incoherent, and ASJ models. Measurements
were conducted in a model tunnel with hard boundaries.
The source and receiver are located at different heights
of 0.11 and 0.3 m, respectively. In addition, the source
is situated at the centerline and the receiver at the offset
line. They are separated by a horizontal distance of 4 m.
The key of this figure is same as Fig. 5.
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their horizontal separation set at between 0.5 and 1.0 m.
A two-parameter model,29 with respective best-fit pa-

rameter values for the effective flow resistivityse and the
effective rate of change of porosity with depthae of 250
kPa s m22 and 300 m21, was used to calculate the imped-
ance. A typical measurement of the excess attenuation spec-
trum with the horizontal separation set at 1 m was shown in
Fig. 2. In the same figure, we also show the numerical pre-
dictions indicating a reasonably good fit with the experimen-
tal data for the given parameter values.

While the impedance characterized by the two-
parameter model is used in the coherent ray model, an ab-
sorption coefficient at a normal incidence is used in the in-
coherent model. It is determined by means of the impedance
tube method according to ASTM C384-98,30 where the data
acquisition system includes a Bru¨el & Kjær two-microphone
impedance measurement tube type 4206, a power amplifier
type 2706, two 1/4-in. microphones type 4187 with pream-
plifiers, a data acquisition front-end type 2827, and a per-
sonal computer with pulse software. Figure 3 shows the mea-
sured absorption coefficients versus the frequency. The
measured absorption coefficient,a, of the carpet used in the

experimental measurements varies from 0.05 to 0.6 at fre-
quencies ranging from 500 to 5000 Hz.

The excess attenuation was measured experimentally at
various receiver locations, with the source located 0.11 m
above the ground. The height of the source was chosen to
simulate the approximate locations of noise emitted from
heavy vehicles at about 1.1 m~full scale! above the surface
of tunnel roads. The source and receiver were located either
at the centerline or on the side of the tunnel 0.25 m away
from the centerline. In all measurements, the receivers were
located at heights of either 0.11 or 0.3 m from the ground.
The horizontal distances between the source and receivers
ranged from 1 to 5 m~see Fig. 4 for the monitoring stations
of the experimental setup!.

In the numerical simulations, we can show that 30 to 50
reflections are generally required to give satisfactory results
in this model long enclosure. The final choice of the number
of reflections is dependent on the boundary condition of the
enclosure and the source/receiver geometry. The path length
from the 50th image sources to the receiver corresponds to
about 30 m in our scale-model measurement. The absorption
of sound in air was not significant at such a path length and

FIG. 7. Comparison of the measured spectrum of ex-
cess attenuation with the respective predictions by the
coherent, incoherent, and ASJ models. Measurements
were conducted in a model tunnel with an impedance
wall and both the source and receiver were located at
the offset line. The key of this figure is same as Fig. 5.
The source/receiver geometries are as follows: source at
~0.25,0,0.11! and receiver at~0.25,1,0.11!; ~b! source at
~0.25,0,0.11! and receiver at~0.25,2,0.11!.
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at frequencies up to 10 kHz; hence, its effect was not in-
cluded in our analyses.

1. Validations in the model tunnel with hard
boundaries

To demonstrate the effect of mutual interference, the re-
ceiver was placed at the offset line and at a height of 0.11 m.
Measurements were taken at a horizontal distance of 5 m in
front of the source, which was also located at a height of 0.11
m above the ground. In the measurements, the source was
placed at either the centerline or at the offset line located
0.25 m from the centerline. Figures 5~a! and ~b! show the
experimental results for the source located at the centerline
and the offset line, respectively. The measured excess attenu-
ation spectra fluctuate considerably as the source frequency
increases. In Fig. 5~a!, there is a distinct ‘‘dip’’ that occurs at
a frequency of around 1250 Hz~125 Hz at full scale!, while
Fig. 5~b! illustrates no destructive interference effect occurs
at the same frequency. The measured excess attenuations
around 1250 Hz shown in Fig. 5~b! are increased by more
than 5 dB when comparing with Fig. 5~a!. In the same figure,
predictions according to the incoherent model and ASJ
model are also shown. We note that predictions by the inco-

herent model and ASJ model are only based on the path
lengths between the source and receiver. Consequently, the
same prediction of EA was obtained across the whole spec-
trum in Figs. 5~a! and ~b!. As shown in the comparisons,
only the predictions by the coherent model give good agree-
ments with the measurements. The incoherent model and
ASJ model cannot predict such fluctuations in frequency.
The results predicted by the incoherent model and ASJ
model are independent of the frequency of sound and do not
give good agreements with the measurements.

The pattern of the fluctuation in frequency spectrum is
dependent on the relative positions of source and receiver. To
illustrate this point, another measurement was taken with the
source and receiver located at respective heights of 0.11 m
and 0.3 m above the ground. The horizontal separation be-
tween the source and receiver was reduced to 4 m in this set
of measurements. During the measurement, the source was
situated at the centerline and the receiver at the offset line. In
the measured results shown in Fig. 6, several distinct dips
occur at frequency below 1000 Hz~100 Hz at full scale!. The
pattern of fluctuation in the frequency spectrum is quite dif-
ferent from that shown in Figs. 5~a! and ~b!.

FIG. 8. Comparison of the measured spectrum of ex-
cess attenuation with the respective predictions by the
coherent, incoherent, and ASJ models. Measurements
were conducted in a model tunnel with an impedance
wall and both the source and receiver were located at
the centerline. The key of this figure is same as Fig. 5.
The source/receiver geometries are as follows:~a!
source at~0.5,0,0.11! and receiver at~0.5,1,0.11!, and
~b! source at~0.5,0,0.11! and receiver at~0.5,2,0.11!.
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The effect of interference was also found when both the
source and receiver were situated at other locations. These
results were shown elsewhere,31 and not repeated here.
Again, only the predictions using the coherent model agree
reasonably well with the measurements. The incoherent and
ASJ models can only give an indication of the average levels
of noise. These two models tend to give a better agreement in
the average noise levels with measured results at frequencies
higher than about 3000 Hz for the typical geometry used in
the present study. However, the incoherent and ASJ models
are unable to predict variations with frequency because they
ignore the effects of the interference from all contributing
rays.

2. Validations in the model tunnel with an impedance
wall surface

The effect of mutual interference also occurs in tunnels
with an impedance wall surface. Figure 7~a! illustrates that a
distinct dip occurs at around 1100 Hz~110 Hz at full scale!
when the receiver is located 1 m directly in front of and at
the same height as the source. When the receiver is moved to

a distance of 2 m in Fig. 7~b!, the effect of destructive inter-
ference becomes less significant. We note that only the re-
sults of the prediction by the coherent model agree reason-
ably well with the measurements, while the incoherent model
and ASJ model give an approximate mean value of the ex-
cess attenuations across the frequency spectra. In Figs. 7~a!
and~b!, both the source and receiver are located at the offset
line close to the impedance wall. If the source and receiver
are moved to the centerline, by locating the receiver at 1 m
directly in front of and at the same height as the source, the
dip at 1100 Hz disappears as shown in Fig. 8~a!. Apparently,
it seems that the impedance wall will reduce the levels of
sound if both the source and receiver are located close to the
impedance wall. However, by locating the receiver 2 m di-
rectly in front of and at the same height as the source at the
centerline, Fig. 8~b! shows that there a distinct dip at around
900 Hz ~90 Hz at full scale! while Fig. 7~b! displays a peak
there. This shows that there is no simple relationship be-
tween the position of the impedance wall and the location of
the source–receiver when predicting sound fields in long
tunnels.

FIG. 9. Comparison of the measured spectrum of ex-
cess attenuation with the respective predictions by the
coherent, incoherent, and ASJ models. Measurements
were conducted in a model tunnel with two impedance
walls and the receiver was located at the offset line. The
key of this figure is same as Fig. 5. The source/receiver
geometries are as follows:~a! source at~0.5,0,0.11! and
receiver at~0.25,5,0.11!, and~b! source at~0.25,0,0.11!
and receiver at~0.25,5,0.3!.
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3. Validations in a model tunnel with two impedance
wall surfaces

The coherent model can be used to predict the peaks and
dips of the interference in the tunnel with impedance wall
surfaces. The usefulness of the coherent model for predicting
the sound field in a tunnel with an impedance wall has been
demonstrated in the last section. Here, we extend the study to
cover the situation where there are two parallel impedance
wall surfaces in the long enclosure. To compare the numeri-
cal and experimental results, the predicted excess attenua-
tions, together with the measured excess attenuations, are
plotted against the frequency. Figures 9~a! and ~b! illustrate
two typical examples for the receiver located at the offset
position and at a horizontal distance of 5 m from the source.
Figure 9~a! displays the experimental results where both the
source and receiver were located at 0.11 m above the ground
but the source was located at the centerline. On the other
hand, the configuration for Fig. 9~b! was the same as Fig.
9~a! except that the source was located at the offset line.

Again, good agreements between the theoretical predictions
by the coherent model and experimental measurements are
evident from the results as shown in these two figures. We
reiterate that the most important point to note is that the
coherent model can well predict the general trend of the ex-
perimental data in the frequency spectrum, while the inco-
herent and ASJ models tend to give higher estimated excess
attenuations and cannot predict the fluctuations in frequency
caused by the effects of interference.

It is increasingly common to install sound absorption
panels onto wall surfaces in tunnels to reduce the noise from
traffic.32 In this section, we explore the effects of adding an
impedance wall or two parallel impedance walls in a tunnel
with a stationary source, a point monopole source at a height
of 0.11 m ~1.1 m at full scale! above the ground. Figures
10~a!–~c! show the effect of the impedance wall on the level
of sound produced by the source located at the offset line,
which is 0.25 m away from the centerline of the tunnel. The
receiver is located 0.11 m above the ground at the centerline

FIG. 10. Comparison of the measured spectrum of ex-
cess attenuation with the respective predictions by the
coherent, incoherent, and ASJ models. Measurements
were conducted in a model tunnel with different bound-
ary conditions. The source was located at~0.25,0,0.11!
and receiver at~0.5,3,0.11!. The key of this figure is
same as Fig. 5. The source/receiver geometries are as
follows: ~a! hard boundaries~no impedance wall!; ~b!
one impedance wall; and~c! two impedance walls.
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and at a horizontal distance of 3 m from the source. The
impedance wall leads to decreased values in the levels of
sound throughout the whole frequency range. Figures 10~a!–
~c! compare the levels of sound in tunnels with reflecting
hard surfaces, one impedance wall, and two impedance
walls. By introducing an impedance wall, sound levels are
reduced by about 3 dB across the whole frequency spectrum
being displayed. By adding another impedance wall, the lev-
els of sound are further reduced by about 2 to 3 dB.

In general, the theoretical predictions by the coherent
model agree reasonably well with the measurements using
experimental scale model. This suggests that the effect of
interference should not be ignored when predicting the
propagation of sound along tunnels. Although the measure-
ments are conducted for a frequency range of 0.5 to 10 kHz
~50 to 1000 Hz at full scale!, for the sake of clarity all of the
figures displayed are from 500 to 5000 Hz. We also wish to
point out that the spectra of the excess attenuation are pre-
sented in the current study. These measured results allow
detailed comparisons of experimental data with the numeri-
cal models in a more precise manner. The investigation of
sound attenuation in octave bands in tunnels is a subject of
future studies.

IV. CONCLUSIONS

In this paper, three prediction schemes, the coherent,
incoherent, and ASJ models, were presented to predict the
propagation of sound in long enclosures. The incoherent and
ASJ models were based on a summation of the intensities
from the direct and image sources without taking into ac-
count the effect of mutual interference. The coherent model,
on the other hand, included the effects of the interference
caused by the direct and reflected waves in the computation
of sound fields. The total sound field was calculated by co-
herently summing the contributions from all image sources.
An extensive set of one-tenth scale-model experiments were
conducted in frequencies ranging from 500 to 5000 Hz and
at a horizontal distance of up to 5 m in amodel tunnel with
a cross-sectional area of 130.6 m. It was shown that the
theoretical predictions by the coherent model agree reason-
ably well with the results of the measurement, with an accu-
racy in most cases of well within 3 dB. However, the inco-
herent and ASJ models give less satisfactory agreement with
the experimental measurements and their predictions are not
able to match the peaks and dips caused by the effects of
interference in the frequency spectra. They are only capable
of predicting average noise levels at the high-frequency re-
gime where the overall effect of multiple reflections becomes
more significant. It is interesting to note that, as expected, the
introduction of impedance walls resulted in a considerable
increase in the attenuation of sound in the long enclosure.
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One of the fundamental assumptions in free-field reciprocity calibration of microphones is that the
microphones can be substituted by point sources at the positions where the acoustic centers are
located. However, in practice the microphones have finite dimensions and, at the distance and in the
frequency range where the measurements are made, the direct wave and the subsequent reflections
from the microphones interfere with each other, creating a ‘‘standing wave.’’ This interference effect
gives rise to deviations from the inverse distance law, indicating that the free-field assumption is not
strictly valid. The interference has been thought to be caused by specular reflection between the
parallel diaphragms of the microphones, and a solution based on tilting the axis of one of the
microphones a few degrees has been proposed, but never examined in practice. In this paper a
time-selective technique is applied for analyzing the interference and for removing it in the time
domain. It is shown that the phenomenon is due to multiple backscattering rather than specular
reflection. Thus tilting one of the microphones does not alleviate the problem, as also demonstrated
experimentally. However, the time-selective technique is quite effective in removing the interference
effect and other disturbances from the direct wave between the microphones. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1795333#

PACS numbers: 43.20.Fn, 43.20.Ye, 43.38.Kb@AJZ# Pages: 2771–2778

I. INTRODUCTION

Free-field reciprocity calibration of condenser micro-
phones is a well-established technique used for obtaining the
absolute sensitivity of condenser microphones under free-
field conditions. This is reflected in the fact that there is an
international standard for such calibrations.1 The theoretical
foundation of the free-field reciprocity calibration of micro-
phones was developed by MacLean2 and Wathen-Dunn.3 De-
scriptions of the practical implementation of the technique
have been given, e.g., by Rudnick and Stein,4 and more re-
cently by researchers from a number of national metrology
laboratories.5–7 Some years ago an international comparison
among several national metrology laboratories was carried
out,8 yielding results that have motivated further research on
certain aspects of the calibration technique.

One of the basic assumptions of the underlying theory is
that the microphones can be substituted by point sources/
receivers with a given diffraction factor.1–3 This greatly sim-
plifies the procedure, and a quantity proportional to the prod-
uct of the free-field sensitivities of the two microphones, the
electrical transfer impedance, can be obtained.1 The diffrac-
tion factor is the result of the finite size of the
microphones.9,10 However, another result of the finite size of
the microphones, a phenomenon often referred to as a

‘‘standing wave’’ between the microphones, has been ob-
served in some practical implementations of the
technique.3–5,8 This problem has been thought to be caused
by ‘‘specular’’ reflections between the parallel diaphragms of
the microphones. Since such an interference represents a de-
viation from the basic assumptions of the technique, it has a
negative effect on the accuracy of the calibration.

One of the solutions proposed for solving this problem
consists in finding the ‘‘optimal’’ distance where the magni-
tude of the ‘‘standing wave’’ becomes negligible.3 However,
as the distance between the microphones is increased, the
influence of reflections from the walls of the~in practice less
than perfect! anechoic chamber will be more serious, making
this solution impractical. It has also been suggested to tilt the
axis of one of the microphones a few degrees,4,5 but this
method has never been examined in practice because of the
practical difficulties in the mechanical positioning of the mi-
crophones.

The interference problem has hitherto been analyzed in
the frequency domain by comparing transfer impedances
measured using different distances between the micro-
phones.5,8 However, a fast Fourier transform~FFT!-based,
time-selective technique has recently been developed and ap-
plied to the free-field reciprocity calibration.11 This technique
makes it possible to determine the impulse response corre-
sponding to the electrical transfer impedance and thus iden-
tify the direct impulse response between the microphones
and responses resulting from unwanted reflections. Subse-

a!Electronic mail: sbf@oersted.dtu.dk
b!Electronic mail: kr@oersted.dtu.dk
c!Electronic mail: fja@oersted.dtu.dk
d!Electronic mail: lmuniz@cenam.mx
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quently the undesirable components can be eliminated by
means of time-windowing.

Quantifying the interference phenomenon is not easy.
There is no analytical solution to the wave equation for the
geometry of the two microphones facing each other. Numeri-
cal methods such as the boundary element method~BEM!
can solve the problem, but substantial computer resources
will be required. In a recent paper concerned with the scat-
tering of an array of closely spaced microphones, Ihla´rova
and Jacobsen used a three-dimensional BEM formulation for
simulating a 333 microphone array and added the pressure
increase on the diaphragm of the microphone located in the
center of the array caused by each of the surrounding micro-
phones, one at a time.12 Although this procedure does not
give the complex interference that occurs when all the mi-
crophones are interacting at the same time, it gives a fairly
good approximation. This approximate procedure was devel-
oped because of the large amount of computational resources
required for direct modeling of the microphone array. Al-
though there are only two microphones in the free-field reci-
procity arrangement, it is specified in the standard that the
length of the rods on which the microphones are mounted
should be ‘‘long compared to the diameter of the micro-
phones,’’ to avoid interference from the end of the rods,1 and
in practice rods more than 20 times longer than the diameter
are used. Thus, the number of required elements of the BEM
model would be as prohibitive as in case of the microphone
array studied in Ref. 12. However, the case where the axes of
the microphones are aligned can be modeled using a far
more economical axisymmetric formulation.13

The problem of the interference between the transmitter
microphone and the receiver microphone is not only relevant
in a free-field reciprocity calibration, but also for comparison
methods where the transducers under study are closely lo-
cated in front of each other. Thus, our purpose in this paper is
to analyze the interference between the source and the re-
ceiver in free-field calibration in general. The time-selective
technique described in Ref. 11 is used for examining the
‘‘standing wave’’ when the microphones are aligned and for
investigating the effect of tilting one of the microphones. The
experiments are supplemented by BEM calculations.

II. THE INTERFERENCE MECHANISM

Consider a source with finite dimensions and another
~passive! body, the receiver, some distance away in a free
field. If a portion of the surface of the source moves with a
given velocity distribution it will generate a sound wave that
propagates away from the source. A fraction of the sound
energy is scattered by the receiver back toward the source.
When this backscattered wave impinges on the body of the
source, it gives rise to yet another wave that propagates to-
ward the receiver. Thus, the receiver will register the direct
wave and the secondary reflection from the source.

In the case at hand the source and the receiver are con-
denser microphones in a free-field reciprocity calibration
setup. As specified in the standard, the two microphones are
mounted on long cylindrical rods with the same diameter and
placed in front of each other in an anechoic room.1 It would
be interesting to estimate the ratio of the direct wave to the

secondary reflection at the receiver microphone. To get an
idea about this ratio three cases can be considered: pure
specular reflection, scattering when the dimensions of the
two bodies are much shorter than the wavelength, and scat-
tering when the dimensions are much larger than the wave-
length.

A. Specular reflection

Consider a point source located on an infinite, rigid
baffle, and a second parallel, rigid baffle located at a distance
d in front of the baffled source. The receiver is the point on
the second baffle directly in front of the point source. A wave
emitted by the source will travel the distanced toward the
baffled receiver, where it will be reflected back. The reflected
wave can be regarded as generated by an image source lo-
cated at a distanced behind the reflecting baffle. The re-
flected wave will travel back to the baffle with the original
source, where it is reflected once again. This second reflec-
tion can be thought to be caused by a second image source
located at a distance of 2d behind the baffled source. Thus,
when the second reflection reaches the receiver in front of
the source, the sound wave has traveled three times the dis-
tance between the baffles. Note that the second image source
has the same strength as the original source, because the
energy is fully reflected from the infinite baffles. Therefore,
the logarithmic ratio of the amplitude of the second reflection
to the amplitude of the direct wave at the receiver position is

R520 logS d

3dD529.54 dB. ~1!

The relation between the amplitudes of reflected waves at
two different distances between the baffles can be expressed
as the logarithmic ratio of the distances,

R8520 logS d1

d2
D . ~2!

B. Scattering

When the diameters of the source and the receiver are
smaller than or comparable with the wavelength, specular
reflection is not very realistic; it seems more reasonable to
assume that the sound wave generated by the source is scat-
tered by the second body. This means that the reflected en-
ergy will only be a fraction of the energy emitted by the
source. This fraction may be expected to be related to the
solid angle formed by the receiver, as seen from the source.
The most adequate way of establishing the relation between
the direct wave and the backscattering from the receiver mi-
crophone would be to solve the wave equation with the
boundary conditions posed by the bodies of the microphones.
However, this problem cannot be solved analytically. There-
fore the simple case of scattering by a sphere is analyzed
instead, on the assumption that it can, at least, illustrate the
phenomenon and give an idea about orders of magnitude.

Assuming harmonic variation with thee2 j vt sign con-
vention, the sound pressure scattered by a solid sphere of
radiusa, centered at the origin of a spherical coordinate sys-
tem, can be calculated from the expression14
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ps~r ,u!52A (
m50

`

$~2m11! j m11e2 j dm

3sindmPm~cosu!hm~kr !%, ~3!

where A is the amplitude of a plane wave incident in the
directionu50, hm(x) is the spherical Hankel function of first
kind and orderm, Pm is the Legendre function of orderm, k
is the wave number,r is the distance to the observation point,
and the angledm is defined as

dm5arctanH ~m11! j m11~ka!2m jm21~ka!

mnm21~ka!2~m11!nm11~ka!J . ~4!

In this expression,j m and nm are the spherical Bessel and
Neumann function of orderm.

If the two transducers in a free-field calibration setup
may be approximated by spheres, and if it can be assumed
that the wave from one sphere may be regarded as locally
plane when it arrives at the other sphere, it follows that the
amplitude of the sound wave impinging on the receiving
sphere after being scattered by both spheres in succession is

ps,252ps (
m50

`

$~2m11! j m11e2 j dm

3sindmPm~cosp!hm~kr !%

5AF (
m50

`

$~2m11! j m11e2 j dm

3sindmPm~cosp!hm~kr !%G2

, ~5!

where the distance between the spheres isr. It is apparent
that the ratio of the secondary reflection to the incident sound
pressure depends on three quantities; the radius of the
spheres~which is present in the anglesdm), the distance
between the spheres, and the frequency. Whenka!1 the
infinite series in Eq.~5! can be truncated to the first two
terms,m50 and 1,14 and thus

ps,2

A
'„je2 j d0 sind0P0~cosp!h0~kr !

23e2 j d1 sind1P1~cosp!h1~kr !…2

5H ejkr

kr Fe2 j d0 sind013e2 j d1 sind1 cospS 11
j

kr D G J 2

,

~6!

which, with the asymptotic values of the spherical Bessel
and Neumann functions for small arguments,14 simplifies to

ps,2

A
5S ejkr

kr

~ka!3

3 S 11
3

2 S 11
j

kr D D D
2

. ~7!

Whenka@1, Eq. ~3! becomes14

upsu5uAu
a

2r
, ~8!

and thus

Ups,2

A U5S a

2r D
2

. ~9!

Equation~7! shows that the scattered pressure is much
lower than the direct pressure at low frequencies, but de-
pends strongly on the frequency. It can also be seen that the
ratio decreases roughly by 12 dB as the distancer is doubled.
At high frequencies, Eq.~9! shows that the scattered pressure
approaches a frequency-independent fraction of the direct
pressure, and the ratio decreases by 12 dB when the distance
is doubled.

Equation~3! shows that the scattered pressure depends
on the cosine of the incidence angle,u, which equalsp for
straight backscattering as in Eq.~6!. The cosine is a slowly
varying function for arguments aroundp. At high frequen-
cies there is no influence of the angle at all~except atu50 in
the shadow zone behind the sphere!.14 Thus, insofar as one
can draw conclusions about microphones from spheres, only
a modest influence of small tilting angles in the calibration
setup can be expected.

It seems reasonable to present the results of the forego-
ing considerations in the same way as Eqs.~1! and~2!. Thus,
from Eq. ~7!, the ratio of the secondary reflection to the
direct sound is

R'40 logS 5

6

k2a3

d D , ~10!

at low frequencies, and, from Eq.~9!,

R540 logS a

2dD , ~11!

at high frequencies, and the ratio of the amplitudes of the
secondary reflection at two different distances is

R8560 logS d1

d2
D , ~12!

at low as well as at high frequencies.

III. EXPERIMENTAL RESULTS

Some experiments have been carried out with a setup for
free-field reciprocity calibration in an anechoic room using
the measurement technique described in Ref. 11. The
anechoic room used in these experiments was not the very
small room described in Ref. 11, but DTU’s ‘‘small anechoic
room,’’ with free space dimensions 4.834.132.9 m and a
lower limiting frequency of about 100 Hz.15 The micro-
phones were mounted on long cylindrical rods. The electrical
transfer impedance between two microphones was measured
frequency by frequency, and the corresponding impulse re-
sponse was calculated by an inverse fast Fourier transform.
Two cases were studied, frontal incidence where the axes of
the microphones coincided, and oblique incidence where one
of the microphones was tilted a few degrees. The experimen-
tal arrangement is shown schematically in Fig. 1.

A. Frontal incidence

Although microphones are not spheres it is interesting to
compare the experimental results with a prediction based on
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Eq. ~5!. The electrical transfer impedance between two mi-
crophones represents the ratio of the output voltage of the
receiver microphone to the input current through the trans-
mitter microphone.1 If microphones scatter sound as spheres
then the electrical transfer impedance is modified as follows:

Ze,128 5Ze,12S 11
ps,2

A D , ~13!

whereZe,12 is the ideal electrical transfer impedance and the
second term in the parentheses represents the error due to the
‘‘standing wave.’’ The ideal transfer impedance is calculated
as described in Ref. 11 on the basis of expressions given in
Ref. 1.

Figure 2~a! shows the logarithmic modulus of the Hil-
bert envelope of two impulse responses between two 1-in.
laboratory standard~LS1! microphones of type Bru¨el & Kjær
~B&K ! 4160 at two different distances, 200 and 280 mm.
Figure 2~b! shows the corresponding theoretical impulse re-

sponses, calculated from Eq.~13!, on the assumption that the
microphones scatter sound as spheres with the same diam-
eter.

Whereas it may be difficult to separate the direct sound
from the reflections in the frequency response, these compo-
nents are clearly differentiated in the time domain. The per-
turbation that occurs just after the direct impulse response is
due to the ‘‘standing wave’’ between the microphones; as
expected, it appears at an instant corresponding roughly to
the time it takes a wave front to travel three times the dis-
tance between the microphones. Subsequent disturbances are
caused by reflections from the walls; they appear at instants
corresponding to the time it may take a wave to travel from
the transmitter microphone through reflections from the
walls to the receiver microphone.

According to the analysis in Sec. II the secondary reflec-
tion will decrease rapidly as the distance between the micro-
phones is increased if the phenomenon essentially is scatter-
ing; according to Eq.~12! it should decrease by 8.8 dB when
the distance is increased from 200 to 280 mm. On the other
hand, if the phenomenon is specular, the reflection should
decrease much less, only 2.9 dB according Eq.~2!. It can be
seen from Fig. 2 that the peak value of the secondary reflec-
tion decreases by about 10 dB both in the experimental case
and in the theoretical prediction based on approximating the
microphones with spheres. This demonstrates, perhaps not
surprisingly, that the phenomenon is scattering rather than
specular reflection. It also confirms that the amplitude of the
‘‘standing wave’’ is reduced more rapidly than the direct
sound when the distance between the two microphones is
increased. However, this may not be a practical solution be-
cause the signal-to-noise ratio becomes very poor as the dis-
tance is increased, and reflections from the walls become
more serious.

At a distance of 200 mm between the objects the sec-
ondary reflection is about 15 dB stronger compared with the
direct sound in the experimental results than in the case of
scattering by spheres. This is not totally unexpected since
backscattering depends on the shape of the scattering object.
For example, at low frequencies the amplitude of a scattered
wave from a sphere differs from the scattered wave from a
disk by a factor of 5p/4.16 The shape of the pulse represent-
ing the secondary reflection also depends on the scattering
object; for example, the double peak seen in Fig. 2~b! is due
to the fact that the sound wave travels around the sphere.
Furthermore, LS1 microphones have a small front cavity or
recess that may act as a resonator, increasing the backscatter-
ing; see Fig. 3.

The influence of the front cavity has been examined ex-
perimentally by measuring the electrical transfer impedance
between two microphones with and without the front cavity.
Figure 4 shows the Hilbert envelope of the impulse response
of measurements with a pair of microphones of type B&K
4160 and a pair of microphones of type B&K 4145 without a
protection grid located 200 mm from each other. The impulse
responses have been normalized to the same amplitude of the
direct sound.

The first disturbance after the direct impulse response is
the result of the ‘‘standing wave,’’ which appears at an in-

FIG. 1. A simplified sketch of the experimental arrangement. The top figure
represents the case of frontal incidence, and the figure below represents the
case where the axis of one of the microphones has been tilted at an angleu.

FIG. 2. The logarithmic modulus of the Hilbert envelope of the impulse
response with two different distances between the microphones: —, 200
mm; –•–, 280 mm.~a! Experimental results;~b! the calculation in which the
microphones are approximated by spheres.
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stant corresponding to the time it takes a wave front to travel
three times the distance between the microphones. Later re-
flections from the mounting setup can be neglected in this
analysis. It can be seen that the amplitude of the secondary
reflection of the microphones with a front cavity is nearly
two times larger than that of the B&K 4145 microphones.
This may be due to a transversal resonance of the front cav-
ity, or the cavity may act as a focusing element that amplifies
the backscattering.

B. Oblique incidence

Figure 5 shows the Hilbert envelope of the impulse re-
sponses between two LS1 microphones obtained from mea-
surements where one of the microphones has been tilted 0°,
2°, 4°, and 8°. The amplitudes are normalized by the ampli-
tude of the direct sound. Again there is first an echo at about
2 ms, which is the time it takes the secondary reflection to
reach the receiver microphone. Subsequent reflections are
caused by traverse rods of the mounting setup; they can be
disregarded in this analysis. It can be seen that neither the
amplitude nor the shape of the echo related to the ‘‘standing

wave’’ between the microphones changes significantly for
tilting angles up to 4°, and the impulse response with angles
of 0° and 2° almost coincide. The most significant change
occurs with an angle of 8°.

A similar experiment was made with microphones with-
out the front cavity, type B&K 4145, without protection grid;
Fig. 6 shows the results. As mentioned before, there is a
geometrical difference between an LS1 microphone and the
B&K 4145; the former has a front cavity and the latter has
not. It is known that this difference has a significant effect on
the free-field sensitivity.17 The temporal positions of the ech-
oes are the same as in the previous experiment, but the
change in the amplitude and shape is much less pronounced.
In fact, there is no significant change in the amplitude at any
angle, although the shape of the echo seems to widen and
split into two components at 8° in the same way as observed
with the B&K 4160 microphones. Presumably the stronger
backscattering of the B&K 4160 microphones and the larger
effect of tilting the microphone can be attributed to a focus-
ing effect due to the front cavity.

FIG. 3. ~a! Microphone of type LS1
~B&K 4160!; ~b! the microphone of
type B&K 4145 with a protection grid;
~c! the microphone of type B&K 4145
without a protection grid.

FIG. 4. A comparison between the Hilbert envelope of the normalized im-
pulse response of the electrical transfer impedance between two micro-
phones located at a distance of 200 mm from each other. —, LS1 micro-
phones~type B&K 4160!; –•–, microphones of type B&K 4145 without a
protection grid.

FIG. 5. The Hilbert envelope of the normalized impulse response corre-
sponding to the electrical transfer impedance between two LS1 microphones
~type B&K 4160!, one of which is tilted at different angles. —, 0°;̄, 2°; –,
4°; –•–, 8°.
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IV. NUMERICAL RESULT

To obtain a more realistic estimate of the amplitude of
the secondary reflection than provided by approximating the
microphones with spheres, a numerical solution of the scat-
tered field is needed. This can be obtained by applying the
Boundary Element Method~BEM!.

First, the problem of obtaining an estimate of the factor
(ps,2 /A) for frontal incidence is considered. For this pur-
pose, an axisymmetric BEM formulation is used.13 A plane
wave is incident on the body of a microphone mounted on a
long rod. The rod has a length of 60 cm and is rounded at the
end. The finite length introduces a small disturbance in the
simulated results because of the reflections from the end, but
it is expected that the amplitude of such a disturbance is
small. The highest frequency in the calculations is 30 kHz.
The size of the smallest element in the axisymmetric mesh is
2.5 mm. Thus, there are at least four elements per wave-
length at the highest calculation frequency.

It is well known that BEM solutions for exterior prob-
lems can be contaminated by spurious results associated with
fictitious eigenfrequencies in the internal domain of the
geometry.18 This is also known as the nonuniqueness prob-
lem. In the case at hand this problem can occur above about
10 kHz. The nonuniqueness problem has been avoided by
adding a random CHIEF point, as described in Ref. 18 and
further checked by calculating the condition numbers of the
BEM matrices19 and by repeating calculations with small
frequency shifts.

Figure 7 shows the modulus of the factor (ps,2 /A) for
the microphones with and without a front cavity. The modu-
lus has been determined from the BEM calculations and, for
a comparison, also from the experimental results shown in
Fig. 5. The BEM calculations are based on the ratio of the
direct wave to the backscattered wave. The experimental re-
sults have been determined by time windowing the direct
impulse response and the disturbance caused by the ‘‘stand-

ing wave’’ using the technique described in Ref. 11, and then
transforming them to frequency responses by applying the
Fourier transform, and eventually calculating the ratio of the
disturbance to the direct wave. The case of the sphere is also
presented.

It can be seen that the ratio is significantly larger for
microphones than for spheres. It is also apparent that there
are substantial differences between the backscattering of the
two types of microphones. Whereas the calculated ratio for
the microphone without the front cavity increases nearly mo-
notonously with the frequency, there is a change in the slope
from ka values between 2.5 and 5 for the microphone with a
front cavity. This more irregular behavior may be caused by
the influence of the first radial resonance of the front cavity.
The experimental results for the B&K 4160 microphones
appear to be in tolerable agreement with the numerical cal-
culations, considering the fact that they are experimental
second-order data determined with a very poor signal-to-
noise ratio. The experimental results for the B&K 4145 mi-
crophones are in poor agreement with the numerical results
for ka values between 2 and 5.

Finally, it would be interesting to have an illustration of
the sound field around the microphones. This can be deter-
mined by simulating two microphones in front of each other.
The diaphragm displacement,h, of the transmitter micro-
phone under uniform pressure conditions is

h~r !5F J0~kMr !

J0~kMa!
21Gh0 , ~14!

whereJ0 is the Bessel function of zeroth order,h0 is a con-
stant that describes the amplitude of the movement,kM is the
wave number of the diaphragm,a is the radius of the dia-
phragm, andr is the radial coordinate. Equation~14! is ex-
pected to represent the actual distribution fairly well.20 Thus,
the simulated geometry consists of two microphones
mounted on rods, facing each other. The same meshing pa-
rameters as in the previous calculations were used, but this

FIG. 6. The Hilbert envelope of the normalized impulse response corre-
sponding to the electrical transfer impedance between two microphones of
type B&K 4145 without a protection grid, one of which is tilted at different
angles. —, 0°;̄ , 2°; –, 4°; –•–, 8°.

FIG. 7. The ratio of secondary reflection to direct sound at a distance of 200
mm between the objects. –s–, numerical results for LS1 microphones;
–1–, numerical results for microphones of type B&K 4145 without a pro-
tection grid; –•–, spheres; —, experimental results for LS1 microphones
~type B&K 4160!; –, experimental results for microphones of type B&K
4145 without a protection grid.
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time the sound pressure was calculated in a mesh around the
microphones. Figure 8 shows the calculated sound field
around for the LS1 microphones at 20 kHz. An interference
pattern is apparent in front of the receiver microphone.

V. DISCUSSION

The term ‘‘standing wave’’ is somewhat misleading, and
it would seem to be better to call the phenomenon an inter-
ference between the direct wave and the result of scattering

by the two microphones. This interference cannot be elimi-
nated by tilting the axis of one of the microphones a few
degrees, as suggested; fairly large angles are required. How-
ever, this would introduce additional complications. For ex-
ample, the acoustic center of a microphone, which is essen-
tial to know in free-field reciprocity calibration,1 depends on
the angle of incidence.

The interference problem is larger for LS1 microphones,
which have a front cavity, than for microphones without a
front cavity, such as B&K 4145 without a protecting grid, in
agreement with the fact that the latter have a more uniform
directional behavior as a function of frequency than micro-
phones with a front cavity.17

VI. CONCLUSIONS

The interference between the two microphones in a free-
field reciprocity calibration has been analyzed in some detail.
The phenomenon is an interference effect due to multiple
backscattering from the bodies of the transducers rather than
a ‘‘standing wave’’ between the diaphragms. Therefore, tilt-
ing the axis of one of the microphones cannot eliminate the
phenomenon. Time-selective techniques seem to be more ap-
propriate.
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Reverberant volume time reversal in 3D elastic solids~doped glass and Berea sandstone! using a
single channel are presented. In spite of large numbers of mode conversions~compressional to shear
wave conversions at the walls!, time reversal works extremely well, providing very good spatial and
time focusing of elastic waves. Ceramics were bonded to the surface as sources~100–700 kHz!; a
broadband laser vibrometer~dc—1.5 MHz! was used as detector. Temporal and spatial time-reversal
focusing are frequency dependent and depend on the dissipation characteristics of the medium.
Doped glass~inverse dissipationQ between 2000 to 3000! shows time-reversed spatial focal
resolution at about half of the shear wavelength. The Berea sandstone (Q550) yields a wider
focusing width~a bit more than the shear wavelength! due to its lowerQ. Focusing in the doped
glass is better because the time-reversal~virtual! array created by wave reflections is larger than in
the highly attenuating sandstone. These are the first results reported in granular media, and are a first
step toward geophysical and field applications.
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I. INTRODUCTION

Time-reversed acoustics~TRA! is unquestionably one of
the most interesting topics to have emerged in modern acous-
tics. Most of the recent innovative research in this area has
been carried out by the group at the Laboratoire Ondes et
Acoustique at the Universite´ Paris 7,1 who have demon-
strated the ability and robustness of TRA~using time-
reversal mirrors! to provide spatial control and focusing of
an ultrasonic beam. However, the topic of time reversal had
its beginnings in ocean acoustics more than 40 years ago. In
fact, Parvulescu2 filed a patent application in 1962 for a time-
reversal method~which he called a matched-signal tech-
nique! for underwater communication and underwater object
detection. Some of the first experiments were conducted by
Parvulescu and Clay,3 who used their matched-signal tech-
nique to study the reproducibility of signal transmission in
deep ocean water over a distance of 36 km. The results of
current research to apply TRA for underwater communica-
tion in the field can be found in Refs. 4 and 5 and in highly
reverberant conditions in the laboratory in Refs. 6 and 7. The
ability to obtain highly focused signals with TRA has numer-
ous other applications as well, including lithotripsy,8 ultra-
sonic brain surgery,9 and nondestructive evaluation.10,11

Notably, the study of time reversal in solids and in the
earth is still relatively new and presents questions and chal-
lenges not seen in fluids. The work reported here on
laboratory-scale solids was intended, in part, to be a prelude

to trying time-reversal methods in the earth. For example,
seismic imaging could benefit from using time-reversal
techniques—concurrent with conventional imaging tech-
niques—to focus energy only on the strongest scatterers
~e.g., fault zones! to better classify interesting underground
features. We have reported on similar ideas to develop time-
reversal techniques for nondestructive testing~e.g., flaw de-
tection in solids!.12 The problem of time reversal in the earth
~and in all solids! is fundamentally different from the purely
acoustic one due to the excitation and propagation of both
compressional~bulk! and shear waves, conversions between
the two types of waves, and the scattering and potentially
high losses in the medium. In the preliminary laboratory ex-
periments reported here, solids were chosen where internal
scattering from the medium is not an issue. The results
shown in this paper demonstrate that time reversal works
both in solids and granular media where unwanted wave con-
versions and high losses could easily ruin the time-reversal
process.

Draegeret al.13 developed a simple theory describing a
time-reversal~TR! process with elastic waves. Their paper
nicely illustrates the potential problems of time reversal in
solids. Draeger examined the case of a compressional (P)
and vertically polarized shear (SV) wave—both generated
simultaneously by a point source in a solid—propagating to a
time-reversal mirror somewhere in a fluid surrounding the
solid. When the time-reversal mirror sends the signals from
the two waves back into the solid, there are now four waves
generated in the solid, a shear and a compressional wave
from each of the compressional and shear waves. The ‘‘un-
wanted’’ waves~i.e., those which will not properly time re-
verse! are simply thrown away in the analysis since they

a!Electronic mail: asutin@stevens-tech.edu
b!Electronic mail: tencate@lanl.gov
c!Electronic mail: paj@lanl.gov
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‘‘yield a low-level noise, they are not focused, and arrive at
different times.’’13 In the reverberant volume experiments
described here, the initial wave may undergo hundreds of
reflections~and corresponding wave conversions!, yielding
potentially hundreds of unwanted waves from all these re-
flections. Being able to see a reconstructed source signal in
spite of significant mode conversion was not an obvious out-
come. We chose to examine these ideas using a simplified
numerical simulation of the experiment—these results have
already been published and are reported elsewhere.14 In that
simulation, we made a first attempt to model and simulate
the process numerically using the local interaction method
known as LISA.15 The initial results from that work~simu-
lating just a few reflections! were encouraging. Now that the
experiments reported here have demonstrated that time re-
versal in granular solids works very well, research continues
on extending the simulation to multiple reflections and simu-
lating more realistic situations.

A few experiments in solids have been reported already.
In one experiment, an aluminum cylinder was a basic ele-
ment in a TR system developed for lithotripsy.8 Another ex-
periment describes TR focusing in a 2D silicon wafer where
only shear~Lamb! waves can propagate. Strong temporal
and spatial focusing were demonstrated. The aperture of fo-
cus for their experiment had a radius of about half a wave-
length and was highly focused in time. In another work,
Pradaet al.11 studied TR scattering techniques for nonde-
structive testing applications in a sample composed of tita-
nium billets and, unlike experiments described here, care-
fully avoided all reflections from the surfaces of the billet.

In this work we describe results from single-channel, 3D
experiments in two solids, a doped glass and a fine-grained
Berea sandstone. Both are essentially experiments in solid
reverberant volumes with numerous wave conversions.
These wave conversions were absent in the 2D silicon wafer
experiments discussed above.16,17 The doped-glass sample
was used as a low dissipation standard and was chosen be-
cause it has a similar wave speed to compare with the sand-
stone ~which has high dissipation!. Unlike earlier experi-
ments conducted with solids, submersion in a fluid to
conduct TR studies is neither possible nor desirable in many
solids. Thus, in these experiments, we also report on the first
use of direct-coupled transducers on solids in tandem with a
large-bandwidth laser detector. We show that despite the fact
that the transducer radiates primarily compressional waves,
the TRA spatial focusing has a width comparable with a half
wavelength of the shear wavelength. We surmise that shear
waves dominate the reverberant wave field due to numerous
wave conversions for each reflection at each free surface.
This paper begins with a description of the experimental pro-
cedure, followed by a description of experimental results,
discussion, and conclusions.

II. EXPERIMENTAL PROCEDURE

In experiments conducted in fluids, the same device is
frequently used for both source and receiver, either by itself
or as part of an array.13,16,17 In the experiments in solids
described here, a single piezoelectric ceramic disk directly
bonded to the sample surface was used as a source for both

the initial waves and also for the time-reversed waves~Fig.
1!. The ceramic operated in thickness mode and thus gener-
ated primarily compressional waves. The received signal—
specifically the motion normal to the surface—was detected
at various places on the solid by a laser vibrometer which
measured surface velocity~a Polytec 301 with 303 laser
head!. The laser vibrometer is a noncontact measurement
device and thus experiences no coupling effects, and has a
flat, broadband response from near-dc to 1.5 MHz. The
sample was placed on an optical table and the laser vibrome-
ter was placed on a translation stage.

A typical time-reversal experiment in these solids was
carried out in the following way. A short, triangular pulse
~see Fig. 2! was generated by an arbitrary waveform signal
generator~HP 33120A!, amplified by a power amplifier
~Krohn-Hite 7500!, and applied to the transducer. The trans-
ducer generated a fairly broad, multifrequency tone burst
into the sample. The laser vibrometer was then aimed at one
of several arbitrary points on the opposite wall of the block
being tested. The recorded signal—a fairly long wave train
consisting of the initial arrival and its reverberation or
coda18—was time reversed and then fed into the arbitrary
waveform generator and radiatedfrom the original sourceas
done by Draegeret al.17 The time-reversed signal then
propagates through the sample and is detected by the laser
vibrometer. The focusing aperture was obtained by conduct-
ing repeated measurements across the sample face with the
laser mounted on a translation stage. We note that these time-
reversal experiments were conducted for several different re-
ceiver locations—although not near an edge or corner—in
each block and, somewhat surprisingly,qualitatively the
time-reversal focus does not depend on the where the re-
ceiver is placed. A quantitative study of the influence of re-
ceiver location is beyond the scope of this paper, but should
be conducted.

III. OBSERVATIONS AND RESULTS

A. Doped-glass block

The first experiment was carried out in a 101389
389-mm doped glass parallelepiped. The bulk wave speed
in the sample was approximately 3000 m/s with a quality
factor Q ~inverse dissipation! between 2000 and 3000 in the

FIG. 1. Experimental setup for measurements of single channel, time rever-
sal in solids.
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frequency bands used. The wave speed was measured by a
standard time-of-flight method, and theQ from resonance
peak width. The doped-glass sample was selected as a stan-
dard to compare with the~granular! sandstone because the
wave speeds are similar but the structure is much less com-
plex. A 50-mm-diameter, 2.8-mm-thick piezoceramic disk
was epoxied with its center 28 mm from the corner of two
sides of the sample, as shown in Fig. 1.

A short, triangular-shaped pulse was applied to the trans-
ducer@Fig. 2~a!#. The resulting signal broadcast into the solid
was measured on the backside of the transducer using the
laser vibrometer and is shown in Fig. 2~b!. The signal that
arrived on the opposite side~not far from the sample center
in this particular case! was measured by the laser vibrometer
and is shown in Fig. 2~c!. The detected signal was then band-

pass filtered from 100–700 kHz to eliminate low- and high-
frequency noise; its frequency spectrum is shown in Fig.
2~d!. Notice that the direct signal consists of the first few
arrivals and almost 10 ms of coda~which includes over 300
reflections directly back and forth within the sample and a
host of side-wall reflections as well!. It is known that coda
consists of primarily shear wave energy18 and, as mentioned
later, appears to be the case in these experiments as well.

The recorded signal was time reversed, Fig. 3~a!, nor-
malized to 1 V p-p, and rebroadcast using a3100 fixed
amplification. The resulting refocused signal@shown in Fig.
3~b!; zoom shown in Fig. 3~c!# was nicely reconstructed. The
refocused signal was also highly compressed, 50ms in con-
trast with the 6000-ms-long time-reversed signal. The notice-
able ‘‘echoes’’ shown on either side of the refocused signal
are possibly due to the geometry of the sample or perhaps
due to the size of the transmitter. It is also well known that
with additional transducers the echoes will be minimized, but
that is not the purpose of these experiments. In any case, it is
normal that one does not recreate a perfect pulse, since the
TR field is not recorded everywhere. For instance, similar,
but much smaller, echoes are shown in results in Draeger and
Fink.16

Identical measurements were carried out for several dif-
ferent receiver points~on the remaining five sides!, and it
was found that the TRA focusing did not depend on the point
of measurement. In fact, we have shown elsewhere that TRA
focusing does not depend on the form of the resonator either;
TRA focusing was observed in cylinders, diamond shapes,
and other complex forms of acoustical resonators being
tested for various medical applications.19

Application of a filter with center frequency near one of
the coupled source/sample resonances on either the time-
reversed signal or the final refocused signal greatly improved
the amplitude and signal-to-noise ratio of the time reversal as
one might anticipate from the spectrum shown in Fig. 2~d!.
When we chose to bandpass filter the received signal before
reinjecting it at two of the spectral peaks—210 to 310 kHz
~center frequency 260 kHz! and 700 to 800 kHz~center fre-
quency 750 kHz!—time reversal was improved for the
higher frequency bandpass-filtered signal@see Figs. 3~d!–
~i!#. The resulting refocused pulses have durations of 15ms
for the 260-kHz bandpass filter and 10ms for 750-kHz band-
pass filter. The spatial distribution of the TR focused signal
amplitude is presented in Fig. 4 for the horizontal@4~a! and
vertical 4~b!# directions using the three bandpass filters. Am-
plitudes are measured peak amplitudes of the TR signal at
each position, normalized to the maximum measured ampli-
tude. The points are the actual data values and the lines are
smooth fits to each measurement group. The width measured
at 23 dB is approximately 3.6 mm for the 100–700-kHz
bandpass signal, 2.8 mm for the signal bandpass filtered at a
center frequency of 260 kHz, and about 1.2 mm for the sig-
nal bandpass filtered at a center frequency of 750 kHz. Note
that the longitudinal~compressional! and shear wavelengths
for these two frequencies are 12 mm~6.4 mm shear! and 4
mm ~2.3 mm shear!, respectively. Since the field of a sym-
metric spherical converging wave is described by sin(kr)/kr,
where the wave numberk52p/l, the diffraction limit of the

FIG. 2. Input and detected waves in the doped glass sample:~a! the electri-
cal input into the ceramic;~b! the signal detected using the laser vibrometer
on the back side of the ceramic;~c! the detected signal after traversing the
sample, measured with the laser vibrometer and~d! the spectrum of the
detected signal.
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focal spot is 0.44l, quite close to what is observed in the
experiment in all frequency bands studied.

The observed high degree of focusing is due to the nu-
merous reflections of the acoustic signal from the walls of
the solid, and is surprisingly good. We assume that the fo-
cusing is due to the large number of virtual sources from
back-wall and side-wall reflections that exist in the material,
and may well have to do with the fact that shear waves
dominate in the coda.

B. Berea sandstone

A similar experiment was conducted for a sample of
slightly different geometry and much larger dissipation, a
long rough parallelepiped of Berea sandstone of dimensions
753753254 mm. The Berea sandstone sample is a porous
material composed primarily of quartz~85%! and a small
fraction of feldspar~8%! grains, with kaolinite and other
clays in the interstices. The wavelength in this sandstone was
nearly 13 mm at the frequencies of interest, much greater
than the average grain size of 100mm, so scattering from the
medium was not an issue. The bulk wave speed was around
2.2 km/s and theQ is 50—an equivalent attenuation much
larger than that of the glass block.

The source signal was identical to that of the glass, and
the signal emitted at the source is shown in Fig. 5~a!. Figure
5~b! shows the received signal—much smaller in amplitude
and shorter in duration because of high attenuation in the
sample—corresponding in time to only 20 back and forth
transversal before the signal is overcome by noise; the cor-
responding frequency spectrum is shown in Fig. 5~c!. The
time-reversed signal for a frequency band between 70 and
700 kHz is shown in Fig. 6~a!, and the refocused signal is
shown in Fig. 6~b! with its zoom in Fig. 6~c!. Time reversal
worked well even in the case of extremely large attenuation.
As in the glass block, the spatial distribution of the TR fo-
cused signal—filtered in the frequency band between 130–
200 kHz—in the sandstone was also measured and is shown
in Fig. 7. The focal width at23 dB was about 8 mm, wider
than that in the glass sample and almost equal to the shear
wavelength in this sample~7.8 mm!. It is clear that higher
attenuation and fewer reflections—and thus fewer virtual
sources—restricted the focusing properties of the TR system
in the sandstone, and, one can assume, in low-Q materials in
general.

It is remarkable that one can virtually ignore the com-
plications of mode conversion and treat the TR process
blindly. Due to mode conversion between compressional and

FIG. 3. Time-reversal results in doped glass for select frequency bands. Column 1 shows the~a! detected signal~time reversed!; ~b! the resulting time-reversed
signal; and~c! its zoom for 100–700-kHz bandwidth. Column 2~d!–~f! shows the same results for a 220–280-kHz bandwidth. Column 3~g!–~i! shows the
same results for a 700–800-kHz bandwidth.

FIG. 4. Time-reversal spatial focusing pattern from time-reversal experi-
ment in the doped glass for three different bandwidths:~a! shows the hori-
zontal patterns and~b! shows the vertical patterns. The open circles corre-
spond to a 100–700-kHz bandwidth, the crosses correspond to a 220–280-
kHz bandwidth, and the solid circles represent a 700–800-kHz bandwidth.
The solid lines are Gaussian fits to the beam patterns. Amplitudes were
obtained by measuring the peak amplitude of the detected, time-reversed
signal in each case. All values are normalized to the maximum detected
amplitude for each bandpass interval.
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shear waves, reciprocity may not hold as it does in acoustical
media;20 however, this point still needs rigorous study. None-
theless, time reversal works remarkably well in terms of spa-
tial and temporal focusing. This is an extremely promising
result because it implies that solids can be treated without
concern for mode conversion that might normally be ex-
pected to complicate the problem.

IV. SUMMARY AND CONCLUSIONS

The single-channel time-reversal experiment demon-
strated extremely effective focusing of acoustic energy in
time and space at an arbitrary point in three-dimensional sol-
ids where multiple compressional to shear wave conversions
could have potentially destroyed the process. The role of
frequency is extremely important as one might expect: filter-
ing the TR signal, we observe focusing to a degree that is
surprising~better than one would expect using the diffraction
limit set by the compressional wavelength!. Focusing in a
lower-Q material~sandstone! is still very good, in between
the compressional and shear wavelength. To our knowledge
these are the first demonstrations of time reversal in granular
solids.
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In this work we present a more general mathematical model for the calculation of resonance
frequencies for long, T-shaped acoustic resonators. The method is based upon wave propagation
and, unlike previous theories, no constraints on the geometry of the resonator are imposed. In
addition, a new end-correction model based upon Rayleigh’s end corrections is proposed and
evaluated. The theory is used to develop a plane-wave multimodal-based design theory, which
permits higher-order 1-dimensional modes of the T-shaped acoustic absorber to be used for
absorbing high-frequency noise within enclosures. A series of experiments are conducted on round
and square cross section resonators to validate the theory, evaluate the end correction models, and
demonstrate design examples. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1795336#
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I. INTRODUCTION

Since Helmholtz1 first presented the theory of the acous-
tic cavity resonator, numerous articles related to Helmholtz
resonator design and resonance frequency prediction have
been published. The currently used formula2,3 for the Helm-
holtz resonator design and Helmholtz frequency prediction
was developed by Lord Rayleigh4 and Sondhauss5 over 100
years ago. These authors are credited with first developing
the inertial end corrections, which were obtained by compar-
ing the energy of motion with the square of the total current
through the aperture plane. Ingard6 investigated the Helm-
holtz resonator design theory in great detail, including scat-
tering and absorptive mechanisms, inertial end corrections,
interaction of close apertures, nonlinear and flow effects, and
optimal design of the resonators. The inertial end corrections
of regular geometric resonators were also investigated by Ih7

in some detail. Alster8 considered effects of both resonator
cavity shape and mass particles’ motion inside the resonator,
and gave a general formula for resonance frequency predica-
tion. Panton and Miller9 and Li and Vipperman10,11presented
transcendental equations for the frequency calculation of a
cylindrical Helmholtz resonator based on acoustic imped-
ance matching. Chanaud12 derived an explicit interior end
correction formula based on the wave equation, in which the
influence of cavity and orifice geometries was included.
Bigg13 used matched asymptotic expansions to predict the
complete response curve of a cavity resonator. Note that with
the exception of references,9–11 all of the above references
are based upon the classical Helmholtz resonator design,
where the dimensions of the resonator cavity are assumed to
be small with respect to the wavelength of the incident wave
and none of them addresses the T-shaped resonator. Further,
in Ref. 9, the assumptions require that the neck length be
very short.

Classical Helmholtz resonators are often used to control

undesired sound in large enclosures, such as concert halls or
buildings. For noise control in smaller enclosures, such as
cars, helicopter nacelles, aircraft cabins, and payload
fairings,10,11,14,15the resonators are often integrated into the
structure to conserve space occupied by the resonators. In
fact, the US Air Force has developed a new type of compos-
ite structure16 that has vertical wall chambers that can be
used to form the volume of an acoustic resonator. The clas-
sical Helmholtz resonator is hard to integrate because of its
bulbous structure. Moreover, when using Helmholtz resona-
tors to control relatively low-frequency noise, the cavity vol-
ume or the neck length must be very large for a given open-
ing, which also will not easily fit into a small enclosure. On
the other hand, if the targeted frequency is relatively high,
the designed cavity volume or the neck length of the classi-
cal resonator must be very small for the given opening,
which degrades the ability of the resonator to absorb noise
from an enclosure.

Our major purpose in the present paper is to discuss the
design theory for a practical long, T-shaped acoustic resona-
tor ~see Fig. 1! that can be easily integrated into the structure
of an enclosure, and is applicable to noise control in either
small or large enclosures. Here, it is called an ‘‘acoustic reso-
nator’’ rather than a Helmholtz resonator because the lengths
of the T-shaped resonator branches may be comparable to the
wavelength or longer than the wavelength of the impinging
sound. Miles17 represented a model to calculate the sound
pressure and velocity distribution in a T-joint rectangular
tube by using the transmission line and impedance analogy
circuit. Such a T-joint rectangular tube is similar to models of
woodwind musical instruments that have two open ends for
each branch18,19 ~although the two coaxial branches of the
T-shaped resonator have one open end and one closed end!.
This analytical model is useful to predict plane wave propa-
gation ~pressure response! in three branches of the T-shaped
tubes at a given incident wave, but cannot be used to predict
resonances of a T-shaped resonator, nor be used to design a
T-shaped acoustic resonator for a given resonance frequency.
A previous report by Merkli20 proposed a model for the cal-
culation of resonant frequencies of a T-shaped resonator

a!Corresponding author: Jeffrey S. Vipperman, Department of Mechanical
Engineering, 648 Benedum Hall, 3700 O’Hara Street, University of Pitts-
burgh, Pittsburgh, Pennsylvania 15261.~412! 624-1643~voice!; ~412! 624-
4846 ~fax!.
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based on the wave propagation principles in a T-shaped
waveguide. However, this model is limited to the special
case where the cross sections of the three branches are cir-
cular and of the same diameter, and the two collinear
branches are of the same length. Moreover, his model cannot
be used to directly design a T-shaped acoustic resonator be-
cause his end corrections depend on the lengths of the three
branches themselves.

In this work, a more general model for the long,
T-shaped acoustic resonator design and resonance frequency
predication is developed, including the inertial end correc-
tions for the three branches. The paper is organized as fol-
lows. In the second section we describe a general mathemati-
cal model of the T-shaped resonator that is based on the wave
propagation theory in a waveguide. The resulting equation
for the prediction of resonance frequencies is derived, along
with an approach to analytically design multimodal T-shaped
resonators. In Sec. III, a new model for the calculation of
inertial end corrections is proposed. In Sec. IV we present
the experimental validation of prediction and design formu-
las, including comparisons of the proposed new end correc-
tions. Some conclusions are given in the final section.

II. DEVELOPMENT OF THE MATHEMATICAL MODEL

A long T-shaped acoustic resonator is shown in Fig. 1.
All boundaries are assumed to be rigid, and the axial cross
section of each branch is assumed to be uniform. There are
no sources inside the resonator, and the effects of mean flow
are neglected. The fluid contained in the resonator is as-
sumed to be stationary, homogeneous, inviscid, and nonheat
conducting. The temperature distribution in the resonator is
assumed to be same everywhere~20 °C!. The resonator con-
sists of three branches: Branch 1, Branch 2, and Branch 3 as
labeled in Fig. 1. Branch 1 is perpendicular to Branch 2 and
Branch 3, which are coaxial. It is assumed in the analysis
that only plane waves propagate in each branch. Since the
dynamic properties of the resonator do not change with the
wave propagation direction and the coordinate system, it is
also assumed that the incident plane wave is from the open-
ing of Branch 1, and that it transmits down to Branch 2 and
Branch 3. Thus, the axis origin is set at the outside opening
of the resonator. In Fig. 1,L1 , L2 , andL3 are the effective

lengths of Branch 1, Branch 2, and Branch 3, respectively,
S1 , S2 , and S3 are the cross-sectional areas of Branch 1,
Branch 2, and Branch 3, respectively, andZ1(x1), Z2(x2),
andZ3(x2) are the acoustic impedance at the positionx1 of
Branch 1, and the positionx2 of Branch 2 and Branch 3,
respectively.

A. Calculation of resonance frequencies

The general expression for the acoustic pressure in the
resonator is

p~x,t !5Aej ~vt2kx!1Bej ~vt1kx!, ~1!

wherex is the position coordinate,k5v/c52p f /c the wave
number, andv the sound frequency of the incident plane
wave. ConstantsA andB are determined by acoustic bound-
ary conditions. The general relationship of the acoustic im-
pedance at the two ends of a tube is expressed as2,3

Z~0!5

Z~L !1 j
rc

S
tan~kL!

11 j
S

rc
tan~kL!

. ~2!

The continuity equation holds at the junction of three
branches as

n1~L1!rS15n2~0!rS21n3~0!rS3 , ~3!

wheren is the acoustic velocity, andr the air density.
The boundary conditions are

p1~L1!5p2~0!5p3~0!, ~4!

Z1~0!50, ~5!

Z2~2L2!5`, ~6!

Z3~L3!5`. ~7!

In terms of the acoustic impedance (Z5p/nS), Eq. ~3! and
Eq. ~4! are combined to give

1

Z1~L1!
5

1

Z2~0!
1

1

Z3~0!
. ~8!

Using Eqs.~2!, ~5!, ~6!, and~7!, the acoustic impedance
of Z1(L1), Z2(0), andZ3(0) are solved. Substituting these
impedances into Eq.~8!, and simplifying, the equation for
the calculation of resonance frequencies of the long T-shaped
acoustic resonator is obtained as

S1 cot~kL1!5S2 tan~kL2!1S3 tan~kL3!. ~9!

Note that there are no limitations given during the deri-
vation of Eq.~9!, providing the plane wave assumptions are
met. Unlike previous theories,20 Eq. ~9! permits resonators
having various cross-sectional areas to be analyzed. Further,
the branch lengths may be comparable to a resonance wave-
length or longer. When the area of the three branches is equal
and the effective lengths of the three branches satisfyL1

5 l eff and L25L35Leff , then Merkli’s formula is obtained
from Eq. ~9!:

cot~kleff!52 tan~kLeff!, ~10!

FIG. 1. Long T-shaped acoustic resonator and coordinate system.
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wherel eff is the effective length of Branch 1, andLeff is the
effective length for Branch 2 and Branch 3 in Merkli’s for-
mula.

Equation~9! is rearranged to obtain the following func-
tion:

F~ f !5
S2

S1
tanS 2p f L1

c D tanS 2p f L2

c D
1

S3

S1
tanS 2p f L1

c D tanS 2p f L3

c D21. ~11!

The resonant frequencies are found from the intersection of
F( f ) from Eq. ~11! with the abscissa. The first root is the
Helmholtz frequency, and succeeding resonances are the
higher mode frequencies.

B. Multimodal plane-wave model for the long
T-shaped acoustic resonator design

In order to study the problems of design and inertial end
corrections, more detailed geometric dimensions of the long
T-shaped acoustic resonator are defined in Fig. 2. In Fig.
2~a!, the three branches are cylindrical tubes, whereLB1I1

andLB1I2 are the smallest and largest heights of the Branch
1, LB2 and LB3 are the lengths of Branch 2 and Branch 3,
respectively. The shaded part is the common junction area. In
Fig. 2~b!, Branch 1 may be a rectangular or circular cross
section, while Branch 2 and Branch 3 are rectangular in cross
section, andLB1 , LB2 , andLB3 are the lengths of Branch 1,
Branch 2, and Branch 3, respectively.

In order to control a particular mode in an acoustic cav-
ity or frequency component of noise spectrum, the resonator
must be placed in an optimal position that corresponds to the
sound pressure maximum at the targeted acoustic mode or
frequency. Such placement can constrain the length of
Branch 2 and/or Branch 3. However, in Merkli’s model, the
lengths of Branch 2 and Branch 3 are assumed to be equal.
This assumption restricts the resonator placement in a small
enclosure, often making the integration of acoustic resona-
tors directly into structures impractical. Further, it is prefer-
able that the T-shaped acoustic resonator theory should per-
mit any one variable ofS1 , S2 , S3 , LB1 , LB2 , andLB3 to be
calculated for a designated resonant frequency to facilitate
the design process. This issue raises another limitation of
Merkli’s model concerning the length correction calculation.
He defined an ‘‘intersection volume’’ formed by intersecting
the three equal cross-sectional branches of the acoustic reso-
nator, which was then transformed geometrically into cylin-
ders of the same radius as the branches. The calculation of
the length corrections is based on the linear ratio~weight! of
each branch length to the sum of the three branch lengths
~see Sec. III B!. The coupling of lengths in Merkli’s end cor-
rection model makes the design of T-shaped acoustic resona-
tors complex, requiring iterative methods. Thus, a more di-
rect approach for the design of T-shaped acoustic resonators
and the calculation of the end correction is desired.

The two considerations for integrating T-shaped acoustic
resonators into small enclosures are minimizing the space
occupied by resonators and placing the resonator opening in
an optimal position. The first consideration dictates that the

FIG. 2. Geometry of a two-
dimensional T-shaped acoustic resona-
tor.
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length of Branch 1 be as short as possible, and the second
consideration requires that eitherLB2 or LB3 be selected such
that the resonator opening lies at a pressure maximum for the
particular controlled acoustic mode or frequency, which will
always occur at the boundaries of the walls of an enclosed
space. The limitations in Ref. 20 can prohibit proper place-
ment for integrated resonators. Assuming thatL1 andL2 are
given, as well as the areas of the three branches, then Eq.~9!
is rearranged to permit one to solveL3 :

L35

a tanS S1

S3
cot~kL1!2

S2

S3
tan~kL2! D1~ i 21!p

k
, ~12!

wherei (51,2,3,4,...) is the chosen harmonic of the acoustic
resonator. In order to control the low-frequency cavity mode
of an enclosure, the fundamental acoustic resonator mode
( i 51) is typically used. For higher-order acoustic resonator
modes,i .1 should be considered to preventL3 from be-
coming too small to effectively absorb energy. Note that Eq.
~12! could just as easily be rearranged to solve for the length
of L1 or L2 branches or any of the three cross-sectional
areas,S1 , S2 , or S3 .

III. INERTIAL END CORRECTIONS

End corrections are very important in design and analy-
sis of acoustic resonators, and play a particularly decisive
role in analyzing the acoustic performance of the T-shaped
resonators when the branch dimensions become small. As
described in Sec. I, the end corrections are well established
and extensively documented for classical Helmholtz
resonators.4,6–8,12However, these end corrections were found
not to produce suitable results for the design of T-shaped
acoustic resonators. In this section, a new model for the cal-
culation of end corrections is proposed and compared with
Merkli’s model.20 Two other variations of the proposed end
correction model were also developed and evaluated, which
are not presented for brevity.10 Although they provided better
results than Merkli’s model, they were less accurate than the
Hybrid Rayleigh End Corrections, which are presented next.

A. Model 1 „Hybrid Rayleigh’s end corrections …

Model 1 is a novel model for the calculation of acoustic
resonator end corrections and effective lengths. In the devel-
opment of this model, Branch 1 is assumed to be a circular
tube of radiusa. It is found that if the end correction of
Branch 1 is the summation of its outer and interior end
corrections,3 and the other two branches use Rayleigh’s outer
end correction,4 the predicted Helmoholtz frequency is
higher than the measured one.10 This result indicates that the
corrected length of Branch 1 is too long. Therefore, Branch 1
will use only an outer Rayleigh’s end correction,DL1 , while

the interior end correction of Branch 1 is combined into the
end corrections of Branch 2 and Branch 3. Thus, the end
correction of Branch 1 is expressed as

DL15
8

3p
a. ~13!

For the development of the end corrections of Branch 2
and Branch 3, the special case in which the three branches
have the same circular cross section of radiusa is first con-
sidered. Rayleigh’s end corrections@Eq. ~13!# are also con-
sidered for Branch 2 and Branch 3, however, the interior end
correction for Branch 1 is divided equally between Branch 2
and Branch 3, yielding

DL25DL351.5
8

3p
a. ~14!

The effective length of the three branches are then cal-
culated as

L15LB1I11DL1 , ~15!

L25LB21DL2 , ~16!

L35LB31DL3 . ~17!

Although Model 1 is developed for the special case
where all branches are circular and of the same cross-
sectional area, experimental results have shown that the
model also works well for more general cases, such as dif-
ferent radii for Branch 1, Branch 2, and Branch 3, or square
cross sections for Branch 2 and Branch 3.

B. Model 2 „Merkli’s model …

When the three branches of T-shaped resonators have
the same circular cross sections with radiusa, Merkli’s
model20 for the end corrections of Branches 1, 2, and 3, can
be computed as

DL15DL1I11DL1I21DLout, ~18!

DL25DL2I11DL2I2 , ~19!

DL35DL3I11DL3I2 , ~20!

whereDL1I1 , DL2I1 , andDL3I1 are the end corrections in-
duced by the common volume for Branch 1, Branch 2, and
Branch 3, respectively, andDL1I2 , DL2I2 , andDL3I2 are the
end corrections induced by the intersection volume for
Branches 1, 2, and 3, respectively.20 DLout is the end correc-
tion of the open end of Branch 1. These terms are calculated
by the following equations:20

DL1I15DL2I15DL3I1aS 12
8

3p D , ~21!

FIG. 3. Picture of an acoustic resona-
tor constructed from PVC pipe.
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DLout55
8a

3p
~2ka,1!,

c2

p3f 2a
~ka@1!,

~22!

DL1I25
16a

3p

LB1I1

LB1I11LB21LB3
, ~23!

DL2I25
16a

3p

LB2

LB1I11LB21LB3
, ~24!

DL3I25
16a

3p

LB3

LB1I11LB21LB3
. ~25!

The effective lengths of the three branches can be cal-
culated from Eqs.~15!–~17!.

IV. EXPERIMENTAL VALIDATION AND VERIFICATION

As derived above, the design equation@Eq. ~12!# is
based on the assumption of plane waves. Thus, the frequency
range covered by the model must always be below the inter-
nal critical frequency10,21 of the T-shaped acoustic resonator.
If the maximum radius of a circular resonator isamax

525.4 mm, the critical frequency of the resonator isf cr

51.84c/(2pamax)53955 Hz, below which the plane-wave
assumption is still valid. This is a rather high frequency,
whose value would increase further as the radius decreases
meaning that the plane-wave assumption is valid for a wide
range of problems.

Typically the T-shaped acoustic resonators are used for
noise control in a small enclosure at low frequencies~,1000
Hz!, where absorptive treatments are impractical.10,14,15

However, the control study are not presented in detail since
they are beyond the scope of this paper, and hence the em-
phasis of this section will be placed on the experimental

validation and evaluation of the design equations developed
previously. Two sets of experiments are performed. The first
set serves to validate the new resonator models, including the
end corrections. The second set serves to demonstrate the use
of Eq. ~12! in the design T-shaped acoustic resonators, which
target selected modes in an enclosure.

A. Experimental model validation

For the purpose of experimental validation end correc-
tion models, five long, T-shaped acoustic resonators~AR1–
AR5! with arbitrarily chosen dimensions were constructed
from PVC tubing and fittings~see Fig. 3!, and two square
cross-section T-shaped acoustic resonators~AR6 and AR7!
were constructed from medium density fiber boards. In order
to match the requirement of Merkli’s model, the first three

FIG. 4. Measurement system for acoustic resonators.

TABLE I. Geometric dimensions of circular cross-section acoustic resona-
tors AR1–AR5.

AR1 AR2 AR3 AR4 AR5

Branch 1 Radius:a (mm) 20.13 25.78 25.78 13.20 13.20
Length:LB1I1 (mm) 10.24 23.70 22.82 18.71 17.49

Branch 2 Radius:b (mm) 20.13 25.78 25.78 20.13 20.13
Length:LB2 (mm) 20.75 47.36 51.42 20.62 22.62

Branch 3 Radius:b (mm) 20.13 25.78 25.78 20.13 20.13
Length:LB3 (mm) 377.52 501.32 543.28 392.62 391.62

TABLE II. Geometric dimensions of square cross-section acoustic resona-
tors AR6 and AR7.

AR6 AR7

Branch 1 Radius:a (mm) 13.20 13.20
Length:LB1 (mm) 14.26 8.46

Branch 2 Width:w2 (mm) 28.29 28.29
Height: h2 (mm) 28.44 28.44
Length:LB2 (mm) 25.50 10.00

Branch 3 Width:w3 (mm) 28.29 28.29
Height: h3 (mm) 28.44 28.44
Length:LB3 (mm) 356.00 365.00

TABLE III. Measured and predicted frequencies of T-shaped acoustic reso-
nators. Model 1 is the proposed new model and Model 2 is Merkli’s model
~Ref. 20!.

Group
Measured

~Hz!
Model 1

~Hz!
Error
~%!

Model 2
~Hz!

Error
~%!

199.60 198.98 0.31 193.27 3.17
AR1 591.87 590.63 0.21 576.32 2.63

958.75 949.87 0.93 947.51 1.17
148.13 147.59 0.36 143.91 2.85

AR2 433.75 432.35 0.32 424.94 2.03
671.88 659.61 1.83 680.07 1.22
888.75 852.72 4.05 906.93 2.05
138.80 137.88 0.66 134.65 2.99

AR3 410.00 405.70 1.05 398.57 2.79
638.88 625.75 2.06 640.52 0.26
831.25 798.80 3.90 850.86 2.36
178.75 178.65 0.06

AR4 532.50 527.84 0.88
875.63 860.63 1.71
179.38 180.06 0.38

AR5 535.63 531.01 0.86
881.88 861.75 2.28

AR6 208.75 208.64 0.05
621.83 615.34 1.04

AR7 208.75 208.65 0.05
626.25 622.48 0.60

Average 1.21 2.14
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acoustic resonators~AR1, AR2, and AR3! were fabricated
from circular tubes with the same radius. The geometric di-
mensions of the resonators are listed in Tables I and II. An
experiment was designed to measure the frequency response
function ~FRF! of the acoustic resonators. The measurement
system is shown in Fig. 4. One microphone was placed near
the external opening of the resonator to measure the input,
and another microphone was installed in the end of the reso-
nator to measure the inside response. An external speaker
driven with a white noise source was used to excite the
acoustic resonator. Measurements were made with a SigLab
2042 signal analyzer, which also generated the white noise.

A representative FRF curve between the two measure-
ment microphones for AR2 is shown in Fig. 5. The phase lag
curve is also shown along with the FRF curve to help one
accurately determine the resonance frequencies. It is ob-
served from the figure that AR2 has four resonant frequen-
cies in the frequency range of@0,1,000# Hz: 148.13, 433.75,
671.88, and 888.75 Hz. The measured and predicted natural
frequencies between 0–1000 Hz for all of the resonators are
given in Table III, along with the rms~unsigned magnitude!
error between measured and predicted resonant frequencies

for the two end correction models. The last row of Table III
gives the average~rms, unsigned! error summed across all
modes between 0–1000 Hz for all seven resonators.

From Table III, it is observed that the end corrections for
Model 1 give accurate results for the prediction of resonant
frequencies under 1000 Hz for long T-shaped acoustic reso-
nators. The discrepancies are likely due to the fact that the
end corrections for Merkli’s model are based solely on the
geometric considerations, and do not take into account the
acoustic effects. From the results, Model 1 is found to work
not only on the circular~AR1–AR5! and the same radius
case ~AR1–AR3! but also on the different radius case
~AR4,AR5! and square cross section case~AR6,AR7!. Fur-
ther, note that the maximum errors for the first and second
predicted resonant frequencies for Model 1 are only 0.66%
and 1.05%, respectively, which are typically the modes se-
lected for control. This is in contrast to 3.0% and 2.5% error,
respectively, for Merkli’s model. The model also performs
well at predicting the resonant frequencies of higher modes,
as seen by the average error~1.21% vs 2.14%! given in the
last row of Table III. Consequently, Model 1 is chosen for
use with Eq.~12! for the subsequent design of long, T-shaped

TABLE IV. Geometric dimensions of designed T-shaped acoustic resonators.

Group

AR228 AR398 AR452 AR458

1 2 1 2

Radius:a (mm) 13.2 13.2 13.2 13.2 13.2 13.2
Branch 1 Area:S1 (mm2) 547.4 547.4 547.4 547.4 547.4 547.4

Length:LB1I1 (mm) 10.0 10.0 10.0 10.0 10.0 10.0
Radius:b (mm) 20.2 20.2 20.2 20.2 20.2 20.2

Branch 2 Area:S2 (mm2) 1281.9 1281.9 1281.9 1281.9 1281.9 1281.9
Length:LB2 (mm) 63.2 43.2 63.2 43.2 63.2 43.2
Radius:b (mm) 20.2 20.2 20.2 20.2 20.2 20.2

Branch 3 Area:S3 (mm2) 1281.9 1281.9 1281.9 1281.9 1281.9 1281.9
Length:LB3 (mm) 306.5 307.5 568.1 572.7 485.8 485.1

FIG. 5. Measured frequency response
function ~FRF! for AR2.
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acoustic resonators. Note that the resulting equations are
more tractable and have a closed-form solution.

B. Design examples and verification

The second part of the experimental study focuses on the
design, fabrication, and testing of a set of long, T-shaped
acoustic resonators, which were used for a related noise con-
trol study in a small enclosure.10,14,15 The enclosure was
found to have resonances at 228, 398, 452, and 458 Hz, and
one or more resonators were designed for each of these fre-

quencies. Two AR228’s, two AR398’s, one AR452, and one
AR458 resonator were designed using design Eq.~12! and
the end corrections given in Eqs.~13!–~14!. The desired
resonance frequency of each resonator is included in its
name~e.g., AR228 is designed to produce control at 228 Hz!.
The AR228 resonators were designed for the fundamental
resonator mode@ i 51 in Eq.~12!#, while the AR398, AR452,
and AR458 were designed for the second resonator mode
@ i 52 in Eq. ~12!#. The geometric dimensions for all resona-
tors are given in Table IV. The six T-shaped acoustic reso-

FIG. 6. Measured FRFs for AR228-1
and AR228-2.

FIG. 7. Measured FRFs for AR398-1
and AR398-2.
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nators were also constructed from commercially available,
circular cross-sectional PVC tubing and fittings~see Fig. 3!.
The measured representative FRFs for resonator AR228’s
and AR398’s are given in Figs. 6 and 7. Figure 6 shows the
FRFs for both AR228 resonators. A vertical line is drawn at
the desired resonance frequency of 228 Hz, and the Helm-
holtz mode of both resonators is observed to occur there.
Some small discrepancies are observed in the higher-order
resonator modes above 228 Hz. Similar plots for the AR398
resonators are given in Fig. 7, although the desired 398 Hz
resonance matches at the second resonator mode, as desired.
The measured and designed resonance frequencies for all six
resonators are listed in Table V, along with the error between
the designed~using end correction Model 1! and measured
frequencies. As shown in Table V, the maximum error at the
design frequencies is 0.38%, which occurs for AR452. The
accuracy of the designs was sufficient such that the resona-
tors did not require tuning.

V. CONCLUSIONS

A general model for the calculation of resonant frequen-
cies of long T-shaped acoustic resonators has been derived in
Sec. II. The novel model is amenable for directly designing
long T-shaped acoustic resonators. A new end correction
model has been proposed and experimentally validated for
circular and square cross sections. The model is referred to
as the ‘‘Hybrid Rayleigh’s End Correction’’ method, and was
found to give roughly half the error in the frequency predic-
tion and resonator design when compared to Merkli’s model.
This new model uses the Rayleigh end correction for the
three branches of the resonator, and the interior end correc-
tion of Branch 1 is divided into two equal parts and added to
the other branches. Unlike the previous model for T-shaped
resonators,20 the new models proposed in Sec. II are simple
and have no inherent limitations for the cross-sectional shape
and length of the three branches, providing the plane wave
assumption is not violated.

As we have explained in the paper, one advantage of the
T-shaped acoustic resonators is that they offer the promise of
compact, integrated noise absorbers. Currently, the long
T-shaped acoustic resonators have been successfully used in

an Air Force project concerning noise transmission control
through a cylindrical ChamberCore composite fairing~3–6
dB!,10,14,15 in an unpublished Army vehicle structural born
noise control project~3–4 dB A!, and in civil noise transmis-
sion control projects~such as noise transmission control
through two-partition windows, 5–6 STC!. Noise control
was observed, not only at the targeted frequencies but also at
other higher frequencies because of the modal coupling.
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A theoretical model is described for the field resulting from reflection of a plane piston source from
a curved surface. The approach is based on an impulse response model, which treats the surface of
the mirror as a grid of point reflectors to give an overall reflective response. The model was verified
by comparison to experimental measurements in air, using a polymer-filmed capacitive transducer
source fitted with an optical-grade mirror, at frequencies up to 1 MHz. The design parameters of
such a device were investigated in order to determine the effect on the focal area, and to indicate
how this model could be used to optimize the focusing effect of such a system. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1808457#
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I. INTRODUCTION

There have been many papers published that describe
the radiated field of plane pistons, in both the nearfield and
farfield regions.1–5 The resulting models can be used for ei-
ther single frequency~continuous-wave! or transient excita-
tion. In the most common approach, the impulse response of
the source is first evaluated for the particular geometry and
medium of operation. The pressure waveform at any point in
the radiated field can then be determined by convolution of
the impulse response with the acceleration of the piston face.

Of particular interest in the present work is the predic-
tion of focused fields that result from reflection at an external
mirror. Note, however, that focusing can be achieved using
curved radiators, such as spherical bowl transducers, which
can be modeled either directly6 or as a series of annuli.7

There has also been interest in conical sources,8 which can
be modeled in a similar way. Experimental work has been
reported on the use of external focusing elements, such as
Fresnel zone-plates,9,10 and reflective mirrors.11,12 However,
there does not appear to be any description in the literature of
theoretical predictions of the resulting field from such an
approach. In this paper, a model is presented which analyzes
the use of a parabolic mirror, which reflects ultrasound pro-
duced by a circular plane piston source. While it would have
been simpler to model the focus produced by reflection of a
plane wave, practical devices use sources of finite diameter,
and hence it was felt important to model the piston source
properly. Deviations of the sound field from a piston, which
may be only a few wavelengths in diameter, from a plane
wave might have a large effect on the detailed focal region,
and hence the piston source has been modeled fully. Such
devices have been used increasingly for imaging surfaces of

solids in air for metrology and other applications.12

The model presented here approximates the mirror sur-
face to a grid of point reflectors. Each of these point reflec-
tors will have an incoming waveform, which can be found
from the impulse response method.3 This incoming wave-
form is reflected. The reflected pressure waveform, which
arrives at a point in the field, can be found by summing these
reflected waveforms once the variation in pathlength is ac-
counted for by a time shift.

The results predicted by the theoretical model have been
compared to those measured experimentally, using an ultra-
sonic transducer system designed for use in air.12 This used a
polymer-filmed capacitive source, with a fitted parabolic mir-
ror, which focused signals in air at a known location. It was
designed to operate over the 500-kHz to 1-MHz frequency
range, and to give a focal region with a spot size of,1 mm.
A schematic diagram of the device, fitted with a parabolic
mirror, is shown in Fig. 1. Signals from the circular source,
of 22-mm diameter, were focused using the off-axis para-
bolic optical reflector. This was of metal-coated glass, and
was made from optical grade material. Because of the large
acoustic impedance mismatch to air, it acted as an excellent
acoustic reflector. This device was shown to focus ultrasonic
signals to a well-defined focal region.13 It was thought to be
a good example of a situation where a theoretical prediction
of the reflected field would be useful, as it could help in the
design of the device for optimal focusing performance. Pre-
dictions of the model could also be compared to the field
measured experimentally, so that the theory could be tested
against real data.

Many ultrasonic and acoustic instruments use a signal
that has been reflected to make a measurement, but it would
appear that little theoretical work exists in the literature for
the case of reflection and focusing of a beam from a plane
piston. This paper considers this problem for the particular
case of reflection of a circular plane piston from a parabolic
mirror, although any shape of mirror can be modeled.

a!Present address: Institute of Mechanical Systems, Center of Mechanics,
ETH Zürich, CH-8092 Zu¨rich, Switzerland.

b!Author to whom correspondence should be addressed. Electronic mail:
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II. THE THEORETICAL APPROACH

The model presented here approximates the mirror sur-
face to a grid of point reflectors. The incoming acoustic pres-
sure field from the plane piston radiator, positioned at some
distance from the mirror, can be predicted theoretically at
each of these point reflectors. The resulting pressure wave-

form at some field position after reflection can then be found
by summing the contributions from each individual location
on the reflector surface.

There are many methods for predicting the radiated field
from a circular plane piston source. In this work, the impulse
response model, which uses a convolution approach, has
been used.5 It is assumed that an infinite rigid baffle sur-
rounds the planar source, and that the propagation medium is
nondissipative, isotropic and homogeneous, so that the only
attenuation mechanism considered is diffraction. Rayleigh14

stated that the time-dependant velocity potential,f( r̄ ,t)
could be written as

f~ r̄ ,t !5E
s

v~ t2r 8/c!

2pr 8
dS, ~1!

where v(t) is the uniform normal acoustic velocity wave-
form on the face of the plane piston~although the equation
can also be used in the general case where the normal veloc-
ity is a function of space and time!, r̄ defines the location of
the reception point relative to the center of the piston,t is
time, andr 8 is the distance from an element of surface area

FIG. 1. Schematic diagram of the cross-section through a device containing
a plane piston source and an off-axis parabolic mirror.

FIG. 2. ~a! Coordinate system for an arbitrarily shaped source in an infinite baffle and~b! the variables used to model a circular plane piston source.
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on the piston face,dS, to the reception point. The acoustic
pressurep(r ,t) can be found from the velocity potential us-
ing

p~ r̄ ,t !5r
df~ r̄ ,t !

dt
. ~2!

The impulse response method solves the problem by assum-
ing that v(t) is a Dirac delta function~or ‘‘impulse’’ !, and
establishing an expression for the scalar velocity potential.
The result is known as the scalar impulse response,h( r̄ ,t),
which can then be convolved with the actual form ofv(t) to
model the real situation. A solution for the pressure can then
be written as

FIG. 3. A photograph of the transducer used experimentally for focusing
ultrasound in air with a parabolic mirror.

FIG. 4. The impulse response at 11 points on the mirror, and the resulting total scalar response and pressure waveforms at two points in the field~the focal
point, and one displaced from there by 1 mm!. ~a! The 11 positions on the mirror being modeled and~b! the scalar impulse response from each of these at the
focal point.~c! The total impulse response at the focal point and~d! the resulting pressure waveform.~e! The total impulse response at 1 mm from the focal
point in theu direction and~f! the corresponding pressure waveform.
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p~ r̄ ,t !5r
]@v~ t !* h~ r̄ ,t !#

]t
5r

]@v~ t !#

]t * h~ r̄ ,t !

5r•v~ t !*
]@h~ r̄ ,t !#

]t
. ~3!

Equation~1! can then be modified to give the necessary form
of the scalar impulse response to be used in Eq.~3!, which is
given by

h~ r̄ ,t !5E
s

d~ t2R/c!

2pR
dS. ~4!

San Emeterio4 stated that geometrical considerations can be
used to rewrite Eq.~4! in an alternative form, which can be
written as

h~ r̄ ,t !5c•
V~ r̄ ,t !

2p
, ~5!

where V( r̄ ,t) is the angle subtended by the piston in the
plane of the source, as shown in Fig. 2~a!. Stepanishen3 has
found this angle as a time-stepped function for a uniform
circular source operating in a homogenous propagation me-
dium. The variables used are shown in Fig. 2~b!.

The point P(r ,z), located atr̄ , can be defined using
radial and axial cylindrical coordinatesr andz, respectively,
relative to the center of the circular plane piston source of
radiusa. The value ofh( r̄ ,t) for the case ofa.r @i.e., where
point P(r ,z) is geometrically within the radius of the source#
is given by several authors~e.g., Refs. 2, 4, and 5! as

FIG. 5. The velocity waveform of the
piston used in the simulation of a 500-
kHz toneburst.

FIG. 6. Mirror shape used to simulate the experimental device.~a! A wireframe view showing the points at which the impulse response was calculated and
~b! a cross section through thex50 plane.
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h~ r̄ ,t !55
0, ct,z,

c, z,ct,R,

c

p
cos21H ~ct!22z21r 22a2

2r @~ct!22z2#1/2 J , R,ct,R,

0, ct.R,
~6!

wherec is the speed of sound in the propagation medium,
R5@z21(a2r )2#1/2, andR5@z21(a1r )2#1/2. For the case
wherea<r , thenh( r̄ ,t) is given by

h~ r̄ ,t !55
0, ct,R,

c

p
cos21H ~ct!22z21r 22a2

2r @~ct!22z2#1/2 J , R,ct,R,

0, ct.R.
~7!

Using these two sets of equations, the scalar impulse re-
sponse at any point, P(r ,z), in the field can be found, and
consequently the pressure waveform can be found from a
given piston source velocity waveform.

The above can be used to plot the radiated field of a
circular plane piston, e.g., in terms of spatial variations in the
amplitude of the pressure waveform. The task now is to de-
rive a method for calculating the resultant pressure distribu-
tion when the field of a planar piston is reflected at a bound-
ary.

Consider the case where the reflector is a single point.
Here, the scattered pressure wave results in a drop of pres-
sure amplitude proportional to 1/R, whereR is the distance
from the point reflector.15 The basis of the model presented
here is that the finite-sized mirror can be modeled as a fine
grid of such point reflectors. The pressure waveform at any
one of these points can be calculated using the theory above
for the circular plane piston, and this waveform then forms
the pressure variations of the secondary source at that point
on the mirror. An assumption is made that no component of
the original field from the circular piston is present when
calculating the reradiated field, and that any phase change
that occurs during reflection it is a constant factor. The par-
ticular case of a parabolic mirror, which can be used for
focusing, will be used as an illustration of the technique, and
a comparison will be presented to experimental scans of such
a reflector. The geometry of the actual device to be studied
was shown earlier in Fig. 1, and a photograph is presented in
Fig. 3. This device, obtained from MicroAcoustic Instru-
ments Inc., used a planar polymer-membrane capacitive
transducer,16,17fitted with an off-axis parabolic mirror with a
diameter of 24.6 mm. The shape of this mirror is dictated by
the criteria that the propagation distance of parallel rays from
the source to the focal point must be equal for all ray paths.

For simplicity of calculation, the mirror geometry is de-
fined in terms of a new set of axes~u andv). Each point on
the mirror surface is defined using orthogonalx, y andz axes,
as shown in Fig. 1. Thex50 plane intersects both the source
and the mirror thorough their centers, and hence is a plane of
symmetry. The source face lies in thez50 plane. The point
on the mirror surface most distant from the source is defined

as occurring aty50. The mirror and source are aligned co-
axially, and have diameters ofdmirror and dsource, respec-
tively. A second set of axes,u andv, are respectively parallel
and perpendicular to the line from the center of the mirror to
the focal point, with a further axisw being orthogonal to
those two~not shown!. The distanceszf andyf shown define
the location of the focal point. The distancezo f f is the dis-
tance from the surface of the transducer to the nearest point
on the mirror, that is the value ofz when x50, and y
5dmirror . It is assumed that the valueszf andyf are speci-
fied design criteria for the mirror and as such are known. In
addition the values ofdmirror , dsource and zo f f must be
specified.

For a parabolic mirror, the path length to the focal point
will be constant for allx, y, z coordinates on the mirror
surface. It can be shown from Fig. 1 that the path length to
the focal point is given by

pl f5zo f f1A~zf2zo f f!
21~yf1dmirror !

2. ~8!

If x andy define a line passing through the mirror, then the
value of z such that the point (x,y,z) lies on the mirror
surface can be found from the path length using

z5
pl f

22zf
22~yf1y!22x2

2~pl f2zf !
. ~9!

Using this method, any point on the surface of the mirror can
be found.

The dimensionztip is defined as the length, in thez
direction, to the further most tip of the mirror, and occurs at
x5y50 ~see Fig. 1!, and can be obtained from Eq.~9! to
give

ztip5
pl f

22zf
22yf

2

2~pl f2zf !
. ~10!

It has been stated that the reflecting surface will be mod-
eled by an approximation to a grid of point reflectors on the
surface of the mirror. The grid which is used is of constant
pitch in thex and y directions, atxp and yp , respectively.
The values ofy will range between 0 anddmirror ; conse-
quently,y is incremented at steps ofyp within this range. For
a given value ofy, thenx will range between the following
values:

FIG. 7. Experimental apparatus used to measure the ultrasonic fields re-
flected by the mirror.
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xmax
min51

2AS dmirror

2 D 2

2S dmirror

2
2yD 2

. ~11!

For each of these (x,y) combinations, the value ofz can be
found using Eq.~9!. At each of these points on the mirror
surface, the pressure amplitude can be found from the scalar
impulse response using Eqs.~6! and ~7!, wherer 5dmirror ,
anda5A(y2dmirror)

21x2.

The pressure waveform at any point in the field is pro-
portional to the sum of the reflected signals from the mirror.
As stated previously, the pressure amplitude of a point source
drops with 1/R, where R is the distance from the source.
Consequently, the pressure waveform emerging from one of
the grid points, (x,y,z), which arrives at a field point
(u,v,w), is proportional to the reflected pressure waveform
divided byR, whereR is given by

R5A~w2x!21~y1u sinu1v cosu!21~ztip2u cosu1v sinu2z!2, ~12!

whereu is the angle shown in Fig. 1.
It is also necessary to calculate the total path length from

the source to the field point (u,v,w), via a given point on the
mirror surface (x,y,z), and this is given by

pl5z1R. ~13!

The change in the actual path length, from point to point, can
be used to find a time shift by dividing by the speed of
sound,c. In addition, the lengthpl can be used to account for
absorption in the propagation medium, as this is the total
distance traveled from the source to the point in the field.
However, in the predictions shown here, the absorption has

FIG. 8. Comparison of~a! experimental and~b! theoretical reflected pressure fields for excitation of the plane piston with a 500-kHz tone-burst voltage drive
signal.
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been ignored, as the path length differences are not great, and
the pressure field is in any case normalized. Note that if a
field in the uv plane is considered, it is possible to use the
symmetry of the system, and consider only points on the
mirror which have a positivex value. Under such conditions,
xmin in Eq. ~11! becomes zero. Symmetry can also be used
when the pressure arriving in points in theuw plane is con-
sidered, as here it is only necessary to consider field points in
which w is positive.

As an illustration of the technique, consider the simpli-
fied case with 11 point reflectors only along the curved para-
bolic reflector, as shown in Fig. 4~a! as a plot ofy againstz.
The points are atx50 andy50:22.4 mm in 2.24-mm steps.
Figure 4~b! shows the scalar impulse response (h( r̄ ,t)) that
results from the circular plane piston at each of the 11 points
on the surface of the mirror described above. The total scalar
impulse response of the whole mirror can then be calculated
at the focal point, and is shown in Fig. 4~c!. This is then
convolved with the time differential of the piston velocity
waveform ~or acceleration!, to give the pressure waveform
arriving at the focal point. This is shown in Fig. 4~d! for a

piston velocity waveform in the form of a 500-kHz tone-
burst~see Fig. 5!. This can be repeated for a field point 1 mm
from the focal point in the positiveu direction, and the re-
sultant scalar impulse response and pressure waveform are
shown in Figs. 4~e! and 4~f!, respectively. The scalar impulse
response at the focal point has been normalized to unity.
Note the expected reduction in the amplitude of the pressure
waveform as the field point moves out of the focal region,
even though there was a much smaller change in the impulse
response.

It should be noted that the number of points taken across
the reflector had to be sufficient to guarantee convergence to
a reasonable scalar impulse response. In the example shown
above, the points were chosen to give sufficiently small
changes in path length to the receiver position from adjacent
points on the mirror~and hence sufficiently small changes in
arrival time to the receiver point! at 500 kHz. This allowed
the subsequent convolution to be performed adequately. Each
case for simulation needs to bear this in mind when fixing
the number of points across the reflector.

FIG. 9. Comparison of~a! experimental and~b! theoretical reflected pressure fields for excitation of the plane piston with a 1-MHz tone-burst voltage drive
signal.
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III. COMPARISON OF THEORETICAL PREDICTIONS
TO EXPERIMENTAL RESULTS

The theoretical model has been used to predict the fields
from the actual device shown earlier in Fig. 4, using Eqs.~8!
and ~9!. The mirror shape that was modeled is illustrated in
Fig. 6 as~a! a three-dimensional view, and~b! as a cross-
section through thex50 plane. The predictions used a series
of grid points across the reflector, separated by 0.06 mm, as
indicated in Fig. 6~a!. Note that a capacitive transducer of the
type used to generate the incident field has been previously
shown to operate very much like a plane-piston, and hence it
is a useful device to help study theoretical models and so aid
theoretical understanding.

The experimental apparatus used to measure the radiated
field experimentally is shown in Fig. 7. The peak-to-peak
pressure was measured experimentally using a miniature ca-
pacitive detector, which was 0.5 mm square. This was of a
type described elsewhere,18 and had a silicon nitride mem-
brane fabricated using silicon micromachining. The charac-
teristics of this device were measured, and it was shown that
the reception bandwidth in air was sufficiently wide to be
used with the focused source. It should, however, be noted
that the wavelength in air at a frequency of 1 MHz was
;0.34 mm, and hence at the highest frequencies used in the

experiment, the detector was approximately one acoustic
wavelength wide. It would thus be expected that some modi-
fications to the received waveforms would result from spatial
filtering, when this finite-sized receiver is used at higher fre-
quencies. These effects have been simulated by the authors,
and results for typical air-coupled transducers of this type
have again been presented elsewhere.19 These studies indi-
cate that the resultant effect on spatial amplitude scans pre-
sented here would be small.

The miniature detector was scanned in theu and v di-
rections with respect to the mirror, in thew50 plane, and
waveforms recorded at regular spatial intervals. The focused
source was driven using tone-bursts of 30-V amplitude from
the Wavetek signal generator, and the radiated field measured
at 0.25-mm intervals by scanning the miniature detector us-
ing stepper motors, controlled by the PC. The Cooknell CA/6
charge amplifier was used to supply the necessary dc voltage
to the detector, and to provide amplification, before the sig-
nal was digitized by the oscilloscope under PC control.

Figure 8~a! shows the normalized peak-to-peak pressure
amplitude variations that were measured when the source
was driven by a 500-kHz tone-burst~the form of which was
shown earlier in Fig. 5!. The field is plotted using both as a
three-dimensional wire plot, and as a gray-scale image

FIG. 10. Comparison of~a! experimental and~b! theoretical reflected pressure fields for excitation of the plane piston with a broad bandwidth voltage drive
signal centered at 625 kHz.
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~where a darker region represents a lower amplitude! for
clarity. As can be seen, the resulting field has the expected
maximum at the focal region. As stated above, the theoretical
results were produced using a grid of points on the mirror
surface at a pitch ofxp5yp50.06 mm~which for the case of
the 1-MHz drive waveform, the highest frequency simulated
here, corresponds to approximately one-fifth of a wave-
length!. The resulting pressure field is presented in Fig. 8~b!,
where it can be seen that the correlation between theoretical
and experimental results is very good. Note the structure
within the field to the left of the focal region in the plots~i.e.,
closer to the mirror!, which arises from diffraction effects
from the narrow-bandwidth tone-burst.

The above procedure was now repeated for a tone burst
at a frequency of 1 MHz, and the results are shown in Fig. 9.
It can be seen that the focal point in this case is narrower in
width than in the case of the 500-kHz drive signal, as would
be expected for a shorter wavelength. In addition, Fig. 10
shows a comparison of theory to experiment when a broad
bandwidth impulsive drive signal was used to drive the
source. The apparatus used in this experiment was the same
as that shown in Fig. 7, except that the Wavetek signal gen-
erator was replaced by a Panametrics PR5055 pulser. The
response of the transducer was found to be centered at 625
kHz, and hence the theoretical simulation used a damped
signal with a spectrum centered at the same frequency. It can
be seen that with this broader bandwidth waveform there
were less amplitude variations in the field regions close to
the focal spot than was the case with the longer tone-burst
signals, and that the size of the focal point was intermediate
in size between those for the 500-kHz and 1-MHz tone-
bursts.

IV. CONCLUSIONS

A theoretical model has been produced which predicts
the emerging pressure field from a mirror place in the radi-
ated field of a plane piston. The approach of this model is to
approximate the reflective surface of the mirror to a grid of
point reflectors, and to treat each one as secondary acoustic
source with a pressure waveform that can be calculated. This
was done for the field from the source in the form of a plane
piston, whose field was calculated separately. In this way, the
full diffraction pattern following reflection could be calcu-
lated. The approach was compared to the results of experi-
ments on a real device working in air, and the main features
of the theoretical prediction were observed experimentally.
This demonstrated that the theoretical approach had some

merit. Note that the technique presented here could be ap-
plied to other reflective surfaces, such as flat plates, and ap-
pears to be the first such model to be described. In addition,
it may be possible to use this model to investigate how the
surface roughness of the mirror affects the focal region, by
introducing a scaled random variation in the calculation of
each point on the mirror surface. This is likely to be the
subject of further work.
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An efficient acoustic calibration technique based on a uniformly weighted comb waveform is
presented. The method takes advantage of the linear, time invariant nature of the measurement
configuration and the comb’s wide bandwidth to capture all spectral components of interest for a
device under test in a single ping. Measured results comparing single ping comb measurements with
conventionally obtained tonal measurements are presented. The examples given illustrate the
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I. INTRODUCTION

For acoustic calibrations being performed in a stationary
tank environment, the comb pulse provides an efficient way
to measure the device~s! under test by reducing the number
of discrete tonal signals, required to cover the frequency
range of interest, to one.

Background information on the use of comb pulses in
sonar applications emphasizes its use as a wideband sonar
waveform due to its Doppler sensitivity.1–3 For a moving
target/platform scenario such wideband signals improve
signal-to-noise ratio in littoral environments. As a result, sev-
eral comb constructs have been examined for optimal range
and Doppler resolution in terms of their ambiguity functions.
Parametric studies have included amplitude weighting and
nonlinear spacing of comb tines as well as superposing mul-
tiple combs within a single pulse.

By using the comb-based technique described below,
one can condense hours of testing into a very short span of
time. For example, a comb pulse waveform was successfully
used to calibrate a system at 5000-Hz increments from 5 to
100 kHz over658° in the XY plane. This evaluation re-
quired the system under test to acquire and store the data, a
process taking about 155 s for the658°. Using conventional
techniques, this would require 20 measurements to acquire
each discrete frequency and would take.60 min. The comb
pulse method reduced this by a factor of.20, to;2.5 min.
Add to this that each run had to be repeated at 18 different
roll angles and one can see the efficacy of the comb quite
clearly.

The comb waveform allows one to sample the frequency
band of interest at a set of desired frequencies~narrow spec-
tral bands! that are transmitted simultaneously. The shape of
these stacked pass bands resemble the tines of a comb in the
frequency domain. A single tine component in the time do-
main, shown in Fig. 1, is developed at the four desired fre-

quencies and summed to form a comb pulse. For example,
four separate tines of a comb centered at 1-kHz increments
are shown in the Fig. 2 spectrum.

Due to the linear, time invariant nature of the acoustic
signals considered here, the comb pulse can be initially gen-
erated in either the time or frequency domain. However, in
this paper, the example given creates the comb pulse in the
time domain by creating and summing the individual pulsed
waveforms at the frequencies of interest. In practice it is
much simpler to work in the time domain where quantities
are real-valued. Also, working in the time domain makes
amplitude weighting versus time easier. Amplitude weighting
versus time~cosine tapering! is used to reduce the influence
of leading and trailing edge slopes that increase the pulse
bandwidth. Amplitude shading in the time domain reduces
the coupling between adjacent tines to280 dB in the fre-
quency domain~see Fig. 2!.

Variations such as 12 dB/oct below, or 6 dB/oct above,
resonance, typical for most transducers, are readily compen-
sated for through weighting versus frequency prior to appli-
cation of the signal to the unit under test. In some cases it is
desirable to generate a sound pressure level that is constant
with respect to frequency. One caveat to keep in mind is that,
due to the range of frequencies being covered, one must be
conscious of the fidelity of voltage, current, and sound field
over the range of interest. Thus signal-to-noise ratio~SNR! at
some frequencies does come into play over very wide bands
of interest where the requirement for lower drive levels at
some frequencies will appreciably attenuate others. But, the
beauty of a comb is one can put an inverse slope on the
signal to mitigate such effects.

The background noise in the acoustic calibration tank is
relatively low; 25 dBre 1 mPa up to 80 kHz, rising to 38 dB
re 1 mPa at 120 kHz. With source levels for acoustic test
signals ranging 150–160 dBre 1 mPa, SNR values around
125 dB are typical. If a ten tone comb is used, the pulse
components are 20 dB down resulting in 105 dB SNR. Tech-
niques to modify the phase of the signals~i.e., parabolic
phase! will reduce the peak effects among the tones.

a!Author to whom correspondence should be addressed. Electronic mail:
benjaminkc@npt.nuwc.navy.mil
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Figure 3 shows a four tine comb waveform in the time
domain. This signal is represented digitally with an arbitrary
waveform generator or a digital computer interface coupled
to the analog test electronics.

The use of a uniform weighted comb for calibrating so-
nar transducers and arrays seems to be relatively ignored and
perhaps categorized as another complex waveform that is
easily described mathematically but difficult to realize in
practice. Yet recent developments in broadband
piezocomposite-based acoustic standards,4,5 that provide us-
able bandwidths, on the order of a decade, have enhanced the
viability and effectiveness of the comb measurement ap-
proach.

Other broadband signals such as FM chirps, pulsed
white noise, or impulse spikes have been used for acoustic
calibration purposes. The FM chirp, in contrast to the comb
pulse, possesses a continuous spectrum, and separation of the
spectral components requires slightly more complicated
matched-filter processing. Both pulsed white noise and im-
pulsive waveforms are of limited use for high Q devices due
to the insufficient time duration and/or energy content of
their spectral components. As a rule,6 Q cycles of build-up
time in the signal are required before capturing data, where
Q is the mechanical quality factor of the transducer.

The comb pulse can be used in a research and develop-
ment environment requiring prodigious amounts of testing
for limited amounts of funds, or in a production setting

where time savings and product consistency are important.
The technique also allows one to vary the sampling resolu-
tion; increasing it in some regions, decreasing it in others,
providing for more in-depth data collection.

The comb pulse was first proposed in October of 2000
for use at the Navy’s Acoustic Test Facility, Code 8211, in
Newport, RI as a way of saving money during acoustic tank
tests of a broadband sparse array hydrophone system as was
described earlier. Essentially all of the standard acoustic cali-
brations made by stepping frequency or amplitude can easily
be done with a single comb pulse. Examples include fre-
quency responses, impedance/admittance, spatial response
measurements, and power linearity measurements.

The next section algorithmically describes the comb
calibration technique. Measured results comparing comb to
tonal measurements and conclusions are presented in Secs.
III and IV, respectively. The MATLAB code used to generate
and process the comb waveforms used in this paper is avail-
able from the authors upon request.

II. COMB PULSE GENERATION AND PROCESSING

A. Comb pulse algorithm „Transmit …

The comb pulse given by Eq.~1! ~Figs. 2 and 3! may be
obtained by summing the product of a time dependent win-
dow function env~t! and a uniform weighted sinusoidal
pulse TimeSeries (i ,t) as defined by Eqs.~2! and~3!, respec-
tively, over a series of frequencies of interest.

CombPulse~ t !5( ~Env~ t !* TimeSeries~ i ,t !!,

~1!
i 51 – 4,

Env~ t !50.520.5* cos~2* p* t/T!, ~2!

wheret is in microseconds andT516 384m,

TimeSeries~ i ,t !5sin~2* p* F~ i !* t !
~3!

F~ i !51 – 4 kHz.

TimeSeries (i ,t) and env ~t! represent theith uniformly
weighted sinusoidal pulse and corresponding time window
function wherei is an integer-valued index corresponding to
the frequency of interest.

FIG. 3. Time domain plot for four tines in one comb pulse.FIG. 1. Time domain plot of one comb tine.

FIG. 2. Spectrum of four tines plotted on the same graph with 1 kHz be-
tween tine centers.
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The four tine transmit pulse generated by Eqs.~1!–~3!
has a time domain representation that is shown in Fig. 3. It
can be Fourier transformed on receive as depicted in Fig. 4.
Note the shape of the spectrum is essentially the same as the
sum of the individual components plotted in Fig. 2.

Comb pulses of up to 96 tines have been used success-
fully to calibrate underwater transducers at the Naval Under-
sea Warfare Center’s Acoustic Test Facility, Code 8211, in
Newport, RI.

B. Comb pulse algorithm „Receive …

On reception, the composite comb time signal is trans-
formed using the fast Fourier transform~FFT! according to
Eq. ~4!, and the real and imaginary parts of the positive fre-
quency components are retained for processing as indicated
in Eq. ~5!:

COMB PULSE Spectrum5FFT$Comb Pulse~ t !%, ~4!

COMB PULSE Spectrum Pos5CReal~ f !1 jC Imag~ f !.
~5!

These are then converted to magnitude and phase according
to Eqs.~6! and ~7!, respectively:

Magnitude ~dB)

520 Log10$abs~COMB PULSE Spectrum Pos!%23,

~6!

Phase~Deg.)

5ArcTangent2$~CImag~ f !!/~CReal~ f !!%* 180/p. ~7!

In the case of the magnitude, 3 dB is subtracted from the
value returned from the FFT to convert it from peak to rms.
Three one-dimensional arrays are formed to store frequency,
magnitude, and phase data. For each frequency of interest
~comb tine!, an integer-valued index is calculated, which is
used to locate the corresponding magnitude and phase values
within the spectrum returned by the FFT routine. This index
will range from 1 toN whereN is the number of frequency
components in the comb. The index values are calculated
using Eq.~8!,

Index ~1!5f1/FFT bin width,

Index ~2!5f2/FFT bin width,

• ~8!

•

Index ~N!5fN/FFT bin width,

where the

FFT bin width5Sampling Frequency/Time record length,
~9!

f1,...,fN are the frequencies of interest~tops of the

tines).

The frequencies of interest~tines! do not necessarily have to
be linearly spaced. However, the sampling frequency should
be selected such that each frequency of interest divided by
FFT bin width is integer-valued. This will facilitate accurate
recovery of data corresponding to the frequencies of interest.

For a frequency response measurement, these data val-
ues can be used directly in the various data reduction formu-
las and graphically displayed as if a normal test had been
run.

For a spatial response~beam pattern! measurement, the
magnitude and phase values of each of the comb frequencies
must be stored into a 33n array for each of then bearings.

FIG. 5. Comparison between comb pulse and conventional CW methods:
transmit voltage response~TVR!.

FIG. 6. Comparison between comb pulse and conventional CW methods:
impedance phase angle.FIG. 4. FFT of four tine comb pulse.
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When displaying the beam patterns, only one can be dis-
played at a time. The user selects the frequency to be dis-
played. The program will then use the index array to retrieve
the angular data related to that frequency and display the
desired plot.

III. TEST DATA COMPARISON

The following measured acoustic responses were gener-
ated using both the standard CW pulse method,6 and the
comb pulse approach described above. The MATLAB
Scripts ~available to interested readers upon request! were
used to generate and process the pulses.

The frequency response data, transmitting voltage re-
sponse~TVR! and impedance and phase, were obtained us-
ing a broadband US Navy standard,5 whereas the spatial re-
sponse data were measured on a commercially available
transducer.

A. Frequency response measurements

Figure 5 shows a comparison of the transmit voltage
response obtained by the two methods. The tonal pulse
method required 96 individual measurements~10–200 kHz
with 1-kHz steps! of voltage, current, and hydrophone out-
put, while the comb method required only one. The imped-

ance phase was also measured using both methods and the
comparison is shown in Fig. 6. Note the traces overlay near
perfectly for these cases.

The results differ by less than 0.2 dB~200 mdB! for the
TVR measurement and 0.4°~380 mDeg.!.

B. Spatial response measurements

Figures 7–9 are radiation pattern overlays which illus-
trate the extreme fidelity of the tonal pulse and the comb
waveform. In this case the comb covered a band from 10 to
30 kHz. The slight variations between patterns, in the worst
example, do not appear until.25 dB below the mean re-
sponse axis~MRA! of the 10-kHz pattern. At 30 kHz irregu-
larities do not appear until levels are.35 dB below the
MRA. As in the transfer functions, upon careful examination
the differences at those levels can be seen to be,0.5 dB,
which at those levels is equivalent to 0.992 mV. This could
be attributed to changes due to the nearly 3 h of time differ-
ence between the acquisitions of the patterns. Therefore, it is
noted that utilizing a comb pulse approach for beam patterns,
or any other test requiring physical movement, mitigates
problems related to repeatability of position that are often the
case for discrete successive frequency increments run over
time.

IV. CONCLUSIONS

An efficient acoustic calibration technique based on a
uniformly weighted comb waveform has been experimen-
tally demonstrated. The method takes advantage of the linear,
time invariant nature of the measurement configuration and
the comb’s wide bandwidth to capture all spectral compo-
nents of interest for a device under test in a single ping.
Measured results comparing single ping comb measurements
with conventionally obtained CW measurements have shown
excellent agreement. The examples given illustrate the accu-
racy and utility of this technique for the calibration of broad-
band systems.
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An evolution equation for nonlinear shear waves in soft isotropic solids is derived using an
expansion of the strain energy density that permits separation of compressibility and shear
deformation. The advantage of this approach is that the coefficient of nonlinearity for shear waves
depends on only three elastic constants, one each at second, third, and fourth order, and these
coefficients have comparable numerical values. In contrast, previous formulations yield coefficients
of nonlinearity that depend on elastic constants whose values may differ by many orders of
magnitude because they account for effects of compressibility as well as shear. It is proposed that
the present formulation is a more natural description of nonlinear shear waves in soft solids, and
therefore it is especially applicable to biomaterials like soft tissues. Calculations are presented for
harmonic generation and shock formation in both linearly and elliptically polarized shear waves.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1802533#
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I. INTRODUCTION

While the canonical form of the evolution equation for
nonlinear shear waves in isotropic solids is well known,1,2

explicit expressions for the coefficient of nonlinearity are
rarely presented and, to our knowledge, yet to be interpreted.
We are aware of only two articles that provide such expres-
sions. In the first, by one of the present authors,3 the coeffi-
cient is expressed in terms of elastic constants in an exten-
sion of the strain energy expansion introduced by Landau
and Lifshitz4 for isotropic solids. In the second, by Jiang
et al.,5 the coefficient is expressed in terms of the general
elastic constants used by Thurston and Shapiro.6

An expansion introduced recently7 for the strain energy
density allows separation of the effects associated with com-
pressibility and pure shear deformation. The expansion was
motivated by attempts to interpret measurements of nonlin-
ear shear waves in tissuelike media.8 It was shown that for
pure shear deformation, the expansion requires only three
elastic constants through fourth order, one at second order
~the shear modulus!, one at third order~the constantA of
Landau and Lifshitz!, and a new constant at fourth order.
These three constants are of the same order of magnitude for
shear deformation in tissuelike media. In contrast, the indi-
vidual elastic constants in earlier expressions for nonlinear
shear waves3,5 differ by five to six orders of magnitude in
such media.8 Measured values of second-order elastic con-
stants in soft biological tissues may be found in articles on
this subject that are cited by Sarvazyanet al.9

The problem is that conventional expansions4,6 of the
strain energy density yield elastic constants that account in-
dividually for both compression and shear. For soft solids,
these constants contain very large parts associated with com-
pression, and very small parts associated with shear, with
small and large reflecting the difference in magnitudes de-
scribed in the previous paragraph. Using these expansions it
is difficult, if not currently impossible, to determine the very
small parts of the third- and fourth-order coefficients that
contribute to shear deformation alone.

Although the motivation for the present paper is the re-
cent measurements of fourth-order elastic constants in tissue-
like media,8 this paper does not focus specifically on, nor is
it restricted to, propagation in tissuelike media. The analysis
is advantageous for soft solids in general because the speeds
of the shear and longitudinal waves differ so greatly that
coupling of these modes of propagation can be ignored. In
this case the expansion of the strain energy density used
below is especially convenient. Measurements of odd-
harmonic generation and shock formation in nonlinear shear
waves propagating in a soft tissue phantom were reported
recently by Cathelineet al.10 We note that the present analy-
sis can also be used for shear waves in hard solids provided
longitudinal disturbances are avoided. For example, mea-
surements of third-harmonic generation in piezoelectric
~PZT! ceramics were reported recently by Jianget al.5 For
their experiments on unpoled PZT the medium may be
treated as isotropic, in which case the theory presented below
may be applied. Comparison of our result with theirs for the
coefficient of nonlinearity in this case is made in Sec. IV.

The purpose of the present paper is to develop an evo-
lution equation for nonlinear shear waves, based on first
principles, using the expansion of the strain energy density
described in Ref. 7. It is proposed that the present formula-
tion offers considerable advantage over previous formula-
tions for determining the third- and fourth-order elastic con-
stants that contribute most to the nonlinear distortion of shear
waves.3,5 Both linearly and elliptically polarized shear waves
are considered, and calculations are presented in each case
for harmonic generation and shock formation.

II. BASIC EQUATIONS

The strain energy density of an isotropic solid can be
expanded with respect to three independent invariants. As
shown previously,7 if r0

2/r2 ~the third principal invariant of
the Green deformation tensor! and two Lagrangian strain
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tensor invariantsI 2 and I 3 are taken as independent invari-
ants, then the strain energy density can be expanded through
cubic order as follows:

E5E0~r!1m~r!I 21
1

3
A~r!I 31DI 2

2. ~1!

Here

I 25uikuki , I 35uikukluli , ~2!

are the invariants used by Landau and Lifshitz,4 and

uik5
1

2 S ]ui

]xk
1

]uk

]xi
1

]ul

]xi

]ul

]xk
D ~3!

is the Lagrangian strain tensor, whereui are components of
the particle displacement vector. The first term in Eq.~1!,
E0(r), accounts only for effects associated with compres-
sion, and subsequent terms account for shear deformation
and its coupling with compression. In general, the param-
etersm and A are functions of the densityr, and D is the
fourth-order elastic constant. This expansion of the strain
energy thus permits separation of effects due to compression
and shear deformation.

In particular, for the case of soft solids, Eq.~1! permits
longitudinal and shear waves to be considered separately. For
describing longitudinal waves it is sufficient to letE
5E0(r), whereas for shear waves Eq.~1! reduces to

E5mI 21
1

3
AI31DI 2

2, ~4!

wherem is the shear modulus, andA is one of the third-order
elastic constants introduced by Landau and Lifshitz.4 It is Eq.
~4! that we use here to develop an explicit expression for the
coefficient of nonlinearity for shear waves of finite ampli-

tude. The advantage of the present approach is discussed in
Sec. IV.

The equation of motion in the medium is4

r0

]2ui

]t2
5

]s ik

]xk
, ~5!

where r0 is the density of the material in its undeformed
state ands ik is the stress tensor, defined by

s ik5
]E

]~]ui /]xk!
. ~6!

Substitution of Eq.~3! in Eq. ~2! yields

I 25
1

2 S ]ui

]xk

]ui

]xk
1

]ui

]xk

]uk

]xi
1

]ui

]xk

]ul

]xi

]ul

]xk

1
]uk

]xi

]ul

]xi

]ul

]xk
1

1

2

]ul

]xi

]ul

]xk

]us

]xi

]us

]xk
D , ~7!

I 35
1

4 S ]ui

]xk

]uk

]xm

]um

]xi
13

]ui

]xk

]uk

]xm

]ui

]xm

13
]ui

]xk

]us

]xk

]us

]xm

]um

]xi
1

3

2

]ui

]xk

]us

]xk

]us

]xm

]ui

]xm

1
3

2

]uk

]xi

]us

]xk

]us

]xm

]um

]xi
D , ~8!

I 2
25

1

4 F S ]ui

]xk

]ui

]xk
D 2

1S ]ui

]xk

]uk

]xi
D 2

12
]ui

]xk

]ui

]xk

]um

]xs

]us

]xm
G .

~9!

For pure shear deformation, we may now substitute Eqs.
~7!–~9! in Eq. ~4!, and the latter in Eq.~6!, to obtain the
following expression for the stress tensor:

s ik5mS ]ui

]xk
1

]uk

]xi
1

]ul

]xi

]ul

]xk
1

]ui

]xl

]uk

]xl
1

]ui

]xl

]ul

]xk
1

]ui

]xl

]us

]xl

]us

]xk
D1

A

4 S ]uk

]xm

]um

]xi
1

]uk

]xm

]ui

]xm
1

]um

]xi

]um

]xk
1

]ui

]xs

]us

]xk

1
]us

]xk

]us

]xm

]um

]xi
1

]uj

]xk

]ui

]xm

]um

]xj
1

]uj

]xl

]ui

]xl

]uk

]xj
1

]uk

]xl

]us

]xl

]us

]xi
12

]us

]xk

]us

]xm

]ui

]xm
1

]us

]xi

]us

]xm

]um

]xk
1

]ui

]xm

]uk

]xj

]um

]xj
D

1DS ]um

]xj

]um

]xj

]ui

]xk
1

]um

]xj

]uj

]xm

]uk

]xi
1

]ui

]xk

]um

]xj

]uj

]xm
1

]um

]xj

]um

]xj

]uk

]xi
D . ~10!

III. LINEARLY POLARIZED SHEAR WAVE

Considerable simplification of the equation of motion is
obtained for linearly polarized plane shear waves. We con-
sider a plane wave that propagates along thex3 axis, with
particle motion restricted to thex1 axis. The particle dis-
placement in the wave is expressed asu1(x3 ,t), and the only
nonzero component of the stress tensor is thus

s135m
]u1

]x3
1S m1

A

2
1D D S ]u1

]x3
D 3

. ~11!

Substitution of Eq.~11! in Eq. ~5! yields

r0

]2u

]t2
5m

]2u

]z2
1g

]

]z S ]u

]zD 3

, ~12!

where we have letu5u1 , z5x3 , and

g5m1
1

2
A1D. ~13!

Standard methods may now be used to simplify Eq.~12!
for progressive waves, assumed here to propagate in the1z
direction. Specifically, the following coordinate transforma-
tion is introduced:
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zs5e2z, t5t2z/c, ~14!

wheret is a retarded time corresponding to a reference frame
travelling at the small-signal wave speedc5(m/r0)1/2. With
e a small dimensionless parameter of orderu, distancezs is a
slow scale corresponding to the variation ofu in the retarded
time frame. We thus have

]

]z
5e2

]

]zs
2

1

c

]

]t
,

]

]t
5

]

]t
. ~15!

Substitution in Eq.~12! and discarding terms of higher order
thane3 gives

e2
2m

c

]2u

]zs]t
5

g

c4

]

]t S ]u

]t D 3

. ~16!

Reinstating the coordinatez in place ofzs and introducing
the particle velocity

v5
]u

]t
~17!

yields

]v
]z

5
g

2mc3

]v3

]t
, ~18!

or equivalently

]v
]z

5
b

c3
v2

]v
]t

, ~19!

where

b5
3

2
S 11

1
2 A1D

m
D ~20!

is the coefficient of nonlinearity. Equation~19! is the desired
evolution equation for nonlinear shear waves, expressed in
terms ofv(z,t).

The general solution of Eq.~19! is well known.2 If
v(0,t)5 f (t), where f (t) is an arbitrary waveform atz50,
the implicit solution is

v5 f ~t1bzv2/c3! ~21!

or, in parametric form,

v5 f ~f!, f5t1bzv2/c3. ~22!

The solution is valid up to the point of shock formation,
beyond which it becomes multivalued.

The shock formation distance is determined by writing

]v
]t

5 f 8~f!
]f

]t
5 f 8~f!S 11

2bz

c3
v

]v
]t D ~23!

and rearranging to solve for]v/]t:

]v
]t

5
f 8~f!

12~2bz/c3! f ~f! f 8~f!
, ~24!

wheref 8(f)5d f /df. The shock formation distancez̄ is the
minimum value ofz for which ]v/]t5`, where the de-
nominator vanishes:

z̄5
c3

2b max@ f ~ t ! f 8~ t !#
, ~25!

expressed here in terms of the source waveformf (t).
For example, given the sinusoidal source condition

v~0,t !5v0 sinvt[ f ~ t !, ~26!

Eq. ~25! yields

z̄5
c3

bvv0
2

, ~27!

obtained by noting thatf (t) f 8(t)5 1
2vv0

2 sin 2vt. In a given
period of the source waveform, say2p<vt<p, there are
two points at which shock formation occurs. These are the
points where sin 2vt51 within the same interval, i.e.,vt5
23p/4 andvt5p/4. Lee-Bapty and Crighton1 developed a
weak shock theory that determines the waveforms beyond
the shock formation distance.

IV. COMPARISON WITH OTHER APPROACHES

Here we compare our approach with previous formula-
tions. This is done most conveniently in terms of the coeffi-
cient of the cubic terms in Eqs.~11! and ~12!, as defined in
Eq. ~13! and rewritten here for convenience:

g5m1
1

2
A1D. ~28!

Its relation to the coefficient of nonlinearity used above is
b53g/2m.

If instead of Eq.~4! the standard expansion

E5
1

2!
ci jkl ui j ukl1

1

3!
ci jklmnui j uklumn

1
1

4!
ci jklmnpqui j uklumnupq ~29!

is used, then for an isotropic solid one obtains

g5
1

2
c111c1551

1

6
c5555, ~30!

in which the abbreviated Voigt notation for the elastic con-
stants is employed.11 Equation~30! is the result obtained by
Jianget al.5 ~see the expression forM4 in their Table I; dif-
ferences in subscripts are due to different axes used for
propagation direction and particle displacement!.

Alternatively, the following expansion for an isotropic
solid can be used:3

E5mI 21
1

2
lI 1

21
1

3
AI31BI1I 21

1

3
CI1

31EI1I 31FI 1
2I 2

1GI2
21HI 1

4, ~31!

whereI 15uii is an invariant,I 2 andI 3 are defined in Eq.~2!,
l is a Laméconstant~often expressed asl5K2 2

3 m, where
K is the bulk modulus!, A, B, and C are third-order
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elastic constants4 @with A the same as in Eq.~4!#, andE, F,
G, andH are fourth-order elastic constants. Equation~31! is
equivalent to Eq.~12! in Ref. 3 with D set to zero in the
latter ~see Ref. 7 for discussion of this difference!. One now
obtains3

g5m1
1

2
l1

1

2
A1B1G, ~32!

which can be shown to be equivalent to Eq.~30!. We there-
fore focus on the comparison of Eqs.~28! and ~32!.

Given independent measurements of the second- and
third-order elastic constants, consider the problem of using
measurements of shear wave distortion, such as third-
harmonic generation, to determine the fourth-order elastic
constants for a soft solid such as tissue or tissue-phantom.
For such materials it is known from measurements8 and from
comparison with relations for liquids7 thatm, A, andD are of
the same order,l, B, andG are the same order, and thatm, A,
andD are five to six orders of magnitude less thanl, B, and
G.

If m and A are known, then measurement of the third
harmonic, whose rate of growth is initially proportional tog,
should provide a reasonable determination of the fourth-
order constantD via Eq. ~28! because all three elastic con-
stants are of the same order. Now supposem, l, A, andB are
known, and we wish to use third harmonic generation to
measure the fourth-order constantG via Eq. ~32!. From Eq.
~28! we know thatg is of orderm, and therefore the sum
1
2 l1B1G in Eq. ~32! must add up to a value that is five to
six orders of magnitude less than the value of any one of the
individual elastic constants. However, since measurements of
third-order elastic constants such asB are typically known to
at best one or two significant figures, it would be impossible
to use this information to determine a quantity that is smaller
by five to six orders of magnitude.

At issue is the fact that for soft solids the constantG
consists of a large partG0 ~of orderl andB! associated with
compressibility, and a small partD ~of order m! associated
with shear. These components cannot be separated using the
expansion in Eq.~31!. For a medium free of shear, i.e., a
liquidlike medium, the three large constants in Eq.~32! sum
identically to zero as follows:7

1

2
l1B1G5

1

2
Al2Al1

1

2
Al50, ~33!

whereAl5rcl
2 is a standard coefficient in the expansion of

the pressure-density relation for a liquid,cl being the longi-
tudinal wave speed.

V. DISSIPATION

Viscous dissipation can be taken into account by aug-
menting the stress tensor to include the component4

s ik8 52hS u̇ik2
1

3
d iku̇l l D1zd iku̇l l , ~34!

where the dots indicate time derivatives,h is the shear vis-
cosity, andz is the bulk viscosity. Thermal conductivity can
be taken into account by augmenting the definition ofz.11

For the case at hand, with propagation in the1x3 direction
and the single displacement componentu1 , we haveu1

5u1(x3 ,t) and Eq.~34! reduces to

s138 52h
]u13

]t
. ~35!

Instead of Eq.~12! we now have, again withu5u1 and z
5x3 ,

r0

]2u

]t2
5m

]2u

]z2
1g

]

]z S ]u

]zD 3

1h
]3u

]z2]t
. ~36!

Using the slow scale in Eq.~14! and consideringh to be of
ordere2 one obtains

]v
]z

5
b

c3
v2

]v
]t

1d
]2v

]t2
, ~37!

where

d5
h

2r0c3
. ~38!

Equation~37! is the modified Burgers equation analyzed by
Lee-Bapty and Crighton1 to investigate shock formation.

An exact solution of Eq.~37! is not available. We there-
fore consider here a harmonic source excitation and the re-
sulting third-harmonic generation. Given the source condi-
tion

v~0,t !5v0 cosvt ~39!

we express the fundamental- and third-harmonic components
as follows:

v1~z,t!5Re$ṽ1~z!ej vt%5
1

2
ṽ1~z!ej vt1c.c.,

~40!

v3~z,t!5Re$ṽ3~z!ej 3vt%5
1

2
ṽ3~z!ej 3vt1c.c.,

where v5v11v3 for uv3u!uv1u, and c.c. designates com-
plex conjugate of the preceding term. From Eq.~37! we
have, by successive approximations,

dṽ1

dz
1a ṽ150,

~41!
dṽ3

dz
19a ṽ35

j vb

4c3
ṽ1

3,

wherea5dv2. Sequential solution of these equations, sat-
isfying the source conditionsv1(0,t)5v0 cosvt and
v3(0,t)50, one obtains in a straightforward way

v15v0e2az cosvt,
~42!

v352
bvv0

3

24c3a
~e23az2e29az!sin 3vt.

When effects of dissipation are negligible these equations
reduce to

v15v0 cosvt, v352
bvv0

3

4c3
z sin 3vt. ~43!
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Equations~42! and~43! resemble very closely the results for
second harmonic generation in a fluid,12 and the correspond-
ing physical interpretation is likewise very much the same
for the two phenomena. The lossless result, Eq.~43!, is pre-
sented to facilitate this comparison. As noted in the previous
section, if the second- and third-order elastic constantsm and
A, respectively, are known by other means, measurement of
the third harmonic can be used to determine the fourth-order
elastic constantD via Eq. ~20!.

VI. NUMERICAL SIMULATION

Numerical simulations of waveform distortion and
shock formation based on Eq.~37! may be obtained by let-
ting

v5
1

2 (
n52`

`

ṽn~z!ejnvt. ~44!

Substitution in Eq.~37! yields the coupled spectral evolution
equations

dṽn

dz
1anṽn5

jnvb

12c3 (
m52`

`

ṽn2m (
l 52`

`

ṽ l ṽm2 l , ~45!

where an5dn2v2. The spectral equations are solved by
standard techniques.

In the first example the sinusoidal source condition in
Eq. ~26! is used, for which the shock formation distance in
the absence of losses is given by Eq.~27!. The attenuation
coefficients may be expressed asan5n2a1 , and we set
a1z̄50.005 so that attenuation is very weak except at the
shocks. The resulting waveform distortion is shown in Fig. 1.
The dot-dash curve is the source waveform, and the solid
curve is the waveform atz53z̄, in agreement with the result
obtained by Lee-Bapty and Crighton1 using weak shock
theory ~and for a negative value ofb!. For comparison, the
~multivalued! analytic solution given by Eq.~21! is shown as
the dashed line. In Fig. 2 are shown the harmonic amplitudes
corresponding to the waveform distortion in Fig. 1.

Figure 3 depicts the distortion of a shear wave pulse,
described by

v5v0e2~vt/a!2
cosvt

at the source. In numerical calculations we seta55 and
a1z̄50.025. The dot-dash curve is the source pulse, and the
solid curve is the pulse atz53z̄. The analytic solution given
by Eq. ~21! is also shown as the dashed line for comparison.
The solid line in Fig. 3 is similar to a measurement of shear

wave distortion in a tissue phantom reported recently by
Cathelineet al.10

VII. SHEAR WAVE WITH TWO DISPLACEMENT
COMPONENTS

For completeness we conclude by considering a plane
shear wave propagating in the1x3 direction with two dis-
placement components,u1(x3 ,t) andu2(x3 ,t). Particle dis-
placement is no longer along a single coordinate axis but
instead follows an elliptical path in the plane perpendicular
to the axis of propagation. In linear acoustics the two com-
ponents propagate independently~in homogeneous media!
and couple only at boundaries. In nonlinear acoustics the two
components couple during propagation. Here we show the
nature of this coupling, and we present a special case in
which the coupling vanishes. Finally, we present calculations
of third-harmonic generation and shock formation.

There are now two components of the stress tensor:

s135m
]u1

]x3
1S m1

A

2
1D D F S ]u1

]x3
D 3

1
]u1

]x3
S ]u2

]x3
D 2G ,

~46!

s235m
]u2

]x3
1S m1

A

2
1D D F S ]u2

]x3
D 3

1
]u2

]x3
S ]u1

]x3
D 2G .

~47!

Substitution in Eq.~5! gives

r0

]2u1

]t2
5m

]2u1

]x3
2

1g
]

]x3
F S ]u1

]x3
D 3

1
]u1

]x3
S ]u2

]x3
D 2G , ~48!

FIG. 2. Harmonic amplitudes corresponding to waveform distortion de-
picted in Fig. 1.

FIG. 3. Distortion of a linearly polarized pulse, calculated using Eq.~45!.
Dot-dash curve is source waveform, solid curve is waveform atz53z̄, and
dashed line is the multivalued solution atz53z̄ given by Eq.~21!. The
value ofa and attenuation are taken asa55 anda1z̄50.025.

FIG. 1. Distortion of a linearly polarized sinusoid, calculated using Eq.~45!.
Dot-dash curve is source waveform, solid curve is waveform atz53z̄, and
dashed line is the multivalued solution atz53z̄ given by Eq.~21!.
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r0

]2u2

]t2
5m

]2u2

]x3
2

1g
]

]x3
F S ]u2

]x3
D 3

1
]u2

]x3
S ]u1

]x3
D 2G , ~49!

which, following introduction of the slow scale, reduce to

]ux

]z
5

g

2r0c5 F S ]ux

]t D 3

1
]ux

]t S ]uy

]t D 2G , ~50!

]uy

]z
5

g

2r0c5 F S ]uy

]t D 3

1
]uy

]t S ]ux

]t D 2G , ~51!

whereux5u1 , uy5u2 , andz5x3 . Introducing the particle
velocities

vx5
]ux

]t
, vy5

]uy

]t
, ~52!

one obtains

]vx

]z
5

b

3c3

]

]t
@vx~vx

21vy
2!#, ~53!

]vy

]z
5

b

3c3

]

]t
@vy~vx

21vy
2!#. ~54!

An analytic solution of these coupled equations is not avail-
able. Forvy50 ~linear polarization!, the second equation
vanishes and the first reduces to Eq.~19!.

We consider first the special case in which the particle
motion is circular, such that

vx
21vy

25v0
2, ~55!

wherev0 is a constant. In this case Eqs.~53! and ~54! de-
couple as follows:

]vx

]z
5

bv0
2

3c3

]vx

]t
,

]vy

]z
5

bv0
2

3c3

]vy

]t
. ~56!

Perhaps even more interesting is that the equations are linear,
and the nonlinearity is manifest only as an amplitude-
dependent phase speed. For either component the dispersion
relation may be obtained by writingv5v0ej (vt1kz) to find
thatk5bvv0

2/3c3. Settingej (vt1kz)5ej v(t2z/cph), wherecph

is the phase speed andt5t2z/c, we have

cph5cS 12
bv0

2

3c2 D 21

.c1
bv0

2

3c
. ~57!

The phase speed thus increases~very slightly! with wave
amplitude.

We now calculate third-harmonic generation for a shear
wave with arbitrary elliptical particle motion. The primary
wave is given here by

vx1~z,t!5vx0 cosvt5Re$vx0ej vt%, ~58!

vy1~z,t!5vy0 sinvt5Im$vy0ej vt%, ~59!

and the corresponding third-harmonic components by

vx3~z,t!5Re$ṽx3~z!ej 3vt%,
~60!

vy3~z,t!5Im$ṽy3~z!ej 3vt%.

Substitution in Eqs.~53! and ~54! gives for the third har-
monic

dṽx3

dz
5

j vbvx0

4c3
~vx0

2 2vy0
2 !, ~61!

dṽy3

dz
5

j vbvy0

4c3
~vx0

2 2vy0
2 !. ~62!

Subject to the source conditionsṽx3(0)5 ṽy3(0)50, the so-
lutions are thus

vx352
bvvx0

4c3
~vx0

2 2vy0
2 !z sin 3vt, ~63!

vy35
bvvy0

4c3
~vx0

2 2vy0
2 !z cos 3vt. ~64!

These solutions are seen to resemble Eq.~43! very closely,
and they reduce~in magnitude! to Eq. ~43! if either compo-
nent is zero at the source.

To calculate waveform distortion and in particular shock
formation we introduce the expansions

vx5
1

2 (
n52`

`

ṽx,n~z!ejnvt, vy5
1

2 (
n52`

`

ṽy,n~z!ejnvt.

~65!

Substitution in Eqs.~53! and ~54! and introducing attenua-
tion ad hoc yields, in place of Eqs.~45!,

dṽx,n

dz
1anṽx,n5

jnvb

12c3 (
m52`

`

ṽx,n2m (
l 52`

`

~ ṽx,l ṽx,m2 l

1 ṽy,l ṽy,m2 l !, ~66!

dṽy,n

dz
1anṽy,n5

jnvb

12c3 (
m52`

`

ṽy,n2m (
l 52`

`

~ ṽx,l ṽx,m2 l

1 ṽy,l ṽy,m2 l !. ~67!

The equations couple the harmonic amplitudes of thex andy
velocity components. For the source condition we choose the
harmonic excitation

vx5v0 sinvt, vy5sv0 cosvt. ~68!

The calculations are presented forz53z̄, where z̄ corre-
sponds to the cases50, and the attenuation coefficient is the
same as that used in Fig. 1. Fors50 the wave is linearly
polarized, and Fig. 1 is obtained. Fors51 the wave is cir-
cularly polarized, and Fig. 4~a! is obtained~solid line is thex
component, dashed line is they component!. Note that only
phase shift, and no nonlinear distortion, occurs for circular
polarization, in agreement with Eqs.~56!. For intermediate
values of s the wave is elliptically polarized. Figure 4~b!
reveals the distortion fors50.25. In this case the waveform
of the stronger componentvx resembles that for linear polar-
ization ~Fig. 1!. The waveform of the weaker componentvy

is considerably different. It exhibits cusps rather than shocks.
Moreover, whereasvy is one quarter the amplitude ofvx at
z50, the peak amplitudes of the two waveforms are compa-
rable atz53z̄.
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VIII. CONCLUSION

A model for nonlinear shear waves has been developed
using a formulation of the strain energy function. The model
is particularly useful for soft elastic solids because harmonic
generation and waveform distortion are expressed in terms of
elastic constants that are of comparable order of magnitude.
Earlier descriptions of nonlinear shear waves are expressed
in terms of elastic constants that for soft solids differ by
many orders of magnitude. Using earlier models to deter-
mine the values of the relevant elastic constants by measur-
ing nonlinear distortion of shear waves is all but impossible
for soft solids. The present model is therefore suitable for
using nonlinear shear waves to determine the fourth-order
elastic constant in soft tissue. Sample calculations are pre-
sented for various features of nonlinear shear waves, includ-
ing shear waves manifesting elliptical particle motion.

ACKNOWLEDGMENTS

This work was supported by the Office of Naval Re-
search, and by the Internal Research and Development Pro-
gram at Applied Research Laboratories, The University of
Texas at Austin.

1I. P. Lee-Bapty and D. G. Crighton, ‘‘Nonlinear wave motion governed by
the modified Burgers equation,’’ Philos. Trans. R. Soc. London, Ser. A
323, 173–209~1987!.

2K. Naugolnykh and L. Ostrovsky,Nonlinear Wave Processes in Acoustics
~Cambridge University, New York, 1998!, pp. 74–77.

3E. A. Zabolotskaya, ‘‘Sound beams in a nonlinear isotropic solid,’’ Sov.
Phys. Acoust.32, 296–299~1986!.

4L. D. Landau and E. M. Lifshitz,Theory of Elasticity, 3rd ed.~Pergamon,
New York, 1986!, p. 107.

5W. Jiang, W. Cao, and G. Du, ‘‘Third harmonic generation of transverse
acoustic waves in crystals and ceramics,’’ Acta Acust.~Beijing! 88, 163–
169 ~2002!.

6R. N. Thurston and M. J. Shapiro, ‘‘Interpretation of ultrasonic experi-
ments on finite-amplitude waves,’’ J. Acoust. Soc. Am.41, 1112–1125
~1967!.

7M. F. Hamilton, Yu. A. Ilinskii, and E. A. Zabolotskaya, ‘‘Separation of
compressibility and shear deformation in the elastic energy density,’’ J.
Acoust. Soc. Am.116, 41–44~2004!.

8S. Catheline, J.-L. Gennisson, and M. Fink, ‘‘Measurement of elastic non-
linearity of soft solid with transient elastography,’’ J. Acoust. Soc. Am.
114, 3087–3091~2003!.

9A. P. Sarvazyan, A. R. Skovoroda, S. Y. Emelianov, J. B. Fowlkes, J. G.
Pipe, R. S. Adler, R. B. Buxton, and P. L. Carson, ‘‘Biophysical bases of
elasticity imaging,’’ inAcoustical Imaging, Vol. 21, edited by J. P. Jones
~Plenum, New York, 1995!, pp. 223–240.

10S. Catheline, J.-L. Gennisson, M. Tanter, and M. Fink, ‘‘Observation of
shock transverse waves in elastic media,’’ Phys. Rev. Lett.91, 164301
~2003!.

11A. N. Norris, ‘‘Finite-amplitude waves in solids,’’ inNonlinear Acoustics,
edited by M. F. Hamilton and D. T. Blackstock~Academic Press, San
Diego, 1998!, Chap. 9, pp. 263–277.

12D. T. Blackstock, M. F. Hamilton, and A. D. Pierce, ‘‘Progressive waves in
lossless and lossy fluids,’’ inNonlinear Acoustics, edited by M. F. Hamil-
ton and D. T. Blackstock~Academic Press, San Diego, 1998!, Chap. 4, pp.
65–150. See especially pp. 134–136.

FIG. 4. Distortion of elliptically polarized shear waves corresponding to
source condition in Eqs.~68!. Waveforms are shown atz53z̄ as calculated
for s50. Solid line isvx and dashed line isvy . ~a! s51 ~circular polariza-
tion!; and ~b! s50.25 ~elliptical polarization!.

2813J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Zabolotskaya et al.: Nonlinear shear waves



Optimized shapes of oscillating resonators for generating
high-amplitude pressure waves

Xiaofan Lia)

Department of Applied Mathematics, Illinois Institute of Technology, Chicago, Illinois 60616

Joshua Finkbeinerb) and Ganesh Raman
Department of Mechanical, Materials and Aerospace Engineering, Illinois Institute of Technology,
Chicago, Illinois 60616

Christopher Danielsb)

University of Akron, Akron, Ohio 44325

Bruce M. Steinetz
NASA Glenn Research Center, Cleveland, Ohio 44135

~Received 6 January 2004; revised 27 August 2004; accepted 5 September 2004!

Several studies have proved that the geometry of an oscillating acoustic resonator strongly
influences its resonance frequencies and the nonlinear standing pressure waveform generated within
the cavity. The research presented herein uses a quasi-one-dimensional numerical model to solve the
acoustic field and is validated by comparing with experimental results. A quasi-Newton type
numerical scheme is used to optimize the axisymmetric cavity contour by maximizing the pressure
compression ratio, defined as the ratio of maximum to minimum gas pressure at one end of the
oscillating resonator. Cone, horn-cone, and cosine resonator contours are each optimized for a fixed
amplitude of the periodic external force oscillating the cavity. Different optimized shapes are found
when starting with different initial guesses, indicating multiple local extrema. The maximum
pressure compression ratio value of 48 is found in an optimized horn-cone shape. This represents a
241% increase in the compression ratio over any previously published results. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1810139#

PACS numbers: 43.25.Gf, 43.25.Cb@MFH# Pages: 2814–2821

I. INTRODUCTION

The waveform of the standing wave in an oscillating
closed cavity is strongly influenced by the geometry of the
resonator cavity. It is well known that shocks form in a cy-
lindrical tube when the interior gas is oscillating at its reso-
nance frequency. Lawrensonet al.1 at MacroSonix Corp first
exploited the shape dependence and obtained high-amplitude
and shock-free acoustic pressures in axisymmetric tubes of
varying cross sections, referred to as resonant macrosonic
synthesis~RMS!. Peak acoustic pressures that measure three
to four times ambient pressure and maximum to minimum
pressure ratios of 27 were observed in shaped cavities. The
size of the demonstrated overpressure reached the level that
is required by commercial applications such as acoustic
pumps or compressors. The researchers considered these
types of axisymmetric shapes: cylinder, cone, hone-cone, and
bulb. They concluded that the hone-cone resonator shape
generated the highest overpressure for a given input power.
They also demonstrated that the overall characteristics of the
waveform does not change when a resonator is filled with
different gases.

A companion paper by Ilinskiiet al.2 developed a one-
dimensional frequency-domain model for studying the RMS
numerically. The results confirmed the nonlinear standing

waveform and the related characteristics such as shape-
induced resonance hardening and softening observed in the
experiments by Lawrensonet al.1 To account for the energy
losses in the boundary layer along cavity wall, Ilinskiiet al.3

later modified the one-dimensional model by introducing an
additional term in the continuity equation and used a turbu-
lence model. Hamiltonet al.4 analytically investigated the
relationship between the natural frequency of a nonlinear
acoustic resonator and its shape as well as the nonlinear in-
teractions of modes in the resonator. Chun and Kim5 numeri-
cally investigated cosine shaped resonators in addition to cy-
lindrical and conical shapes using high-order finite-
difference approximations. They concluded that the half
cosine-shape is more suitable to induce high compression
ratio than other shapes under certain assumptions. Recently,
Erickson and Zinn6 used the Galerkin method to solve the
one-dimensional model and found a nonmonotonic increase
in compression ratio when the flare constant is raised for a
class of horn-shaped resonators. To serve commercial needs,
such as in an acoustic gas compressor and an acoustic liquid
pump, the objective is to find an optimized shape for gener-
ating the greatest overpressure. However, the optimization
procedure and results have not yet been discussed.

In this article, the numerical schemes are introduced and
the results are presented for optimizing the shape parameters
that yield the highest maximum-to-minimum pressure ratio
in each of the following resonator shapes: cone, horn-cone,
and cosine-shape. In Sec. II, the modeling equations are pre-

a!Electronic mail: lix@iit.edu
b!Current address: NASA Glenn Research Center, Cleveland, Ohio 44135.
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sented; in Sec. III, the numerical schemes are described; in
Sec. IV, the numerical model and experiment results are
compared and the resulting optimized shapes are discussed.

II. GOVERNING EQUATIONS

In the following section we briefly describe the one-
dimensional model for computing the acoustic wave field in
an axisymmetric resonator. The equations are presented for
completeness and the details of the derivation are given in
the work by Ilinksiiet al.2 The possible effects of the bound-
ary layer along the resonator wall and the acoustically gen-
erated turbulence on the acoustical field are neglected in this
model.

Consider the acoustic field in an oscillating resonator of
lengthl driven by an external force. The resonator is axisym-
metric with the inner radius given byr 5r (x), 0,x, l ,
wherex is the coordinate along the axis of symmetry. The
density of the gasr, the velocityu, and the pressurep satisfy
the conservation of mass,

]r

]t
1

1

r 2

]

]x
~r 2ru!50, ~1!

and the conservation of momentum,

]u

]t
1u

]u

]x
52

1

r

]p

]x
2a~ t !

1
~z14h/3!

r

]

]x S 1

r 2

]

]x
~r 2u! D , ~2!

wherea(t) is the acceleration of the resonator enforced by
the external force;z andh are coefficients of viscosity. Shear
viscosity is denoted ash, and z is the bulk viscosity that
results from nonequilibrium deviations between the actual
local pressure and the thermodynamic pressure. The no-
penetration boundary conditions at the two ends require that
the velocity vanish atx50 andl . The state equation is speci-
fied by that of an ideal gas,

p5p0~r/r0!g, ~3!

where p0 and r0 are the ambient pressure and density, re-
spectively, andg is the ratio of specific heats of the gas.

The quasi-one-dimensional compressible Navier–Stokes
equations ~1!–~3! are solved using a frequency-domain
method, where the unknown variables are expressed in terms
of finite Fourier series in time. The Fourier coefficients are
determined using a shooting method. Both the experimental
and numerical results show that the time harmonics of the
dependent variables, such as the pressurep, decay rapidly as
the frequency increases. This ensures that the number of time
harmonics,N, needed for accurate results is small. In the
present numerical simulations, the value ofN is twenty and it
can be shown that increasingN does not change the results.

Following Ilinksii et al.2 by expressing the variables in
Fourier series, Eqs.~1! and~2! can be reduced to a system of

Ordinary Differential Equations~ODEs! for the Fourier co-
efficients of the velocity potentialw, defined asu5“w:

dŵk

dx
5

v̂k

r 2 ,

(
l

Dkl

dv̂ l

dx
5 f k ,

for k51,2,...,N, ~4!

wherev5r 2 (]w/]x) , and ŵk , n̂k , and âk are the Fourier
coefficients defined as w5(k52N

N ŵke
ikvt, v

5(k52N
N v̂ke

ikvt, a5(k52N
N âke

ikvt. v is the frequency of
the periodic force exerted on the resonator by the shaker. The
detailed expressions forDkl5Dkl( v̂k ,ŵk ,x) and f k

5 f k( v̂k ,ŵk ,x) are given by

Dkl5~c0
21 ikvd!dkl1Dk2 l8 ,

f k52k2v2r 2ŵk1 ikvr 2xâk1
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l 52N1k
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âk2 l v̂ l2

dr2
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r 6 (
l 52N1k

N

@v2#k2 l v̂ l ,

where d5 (z14h/3)/r0 is the viscosity,c05Agp0 /r0 is
the reference speed of sound,Dm8 is given by Dm8 52(g
21)xâm2 imv(g21)ŵm2 @(g11)/2r 4# @v2#m , and @v2#k

5( l 52N1k
N v̂k2 l v̂ l . The no-slip boundary conditions at the

two ends are translated to the equivalent conditions in Fou-
rier space:v̂k50 at x50, l .

After the Fourier coefficients$ŵk% and$v̂k% are obtained
by solving the boundary-value problem, Eq.~4!, the velocity
potentialw and the modified velocityv are computed from
the inverse FFT. The densityr is given by the momentum
equation,

r

r0
5S 12

g21
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2 F]w
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1

1

2r 4 v21ax2
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r 2
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]xG D 1/~g21!

,

~5!

and the pressurep can be obtained from the state equation
~3!.

III. NUMERICAL METHODS

The procedures for finding the optimal shape parameters
are described as follows. Given an initial resonator shape and
a fixed value of maximum external force, the resonance fre-
quency of the resonator is determined and the compression
ratio, defined as the maximum-to-minimum pressure ratio at
the narrow end of the cavity, is computed. Then, the optimi-
zation step is performed yielding the next resonator shape
candidate. The first and the second steps are repeated until
incremental changes in the resonator contour no longer pro-
duce higher compression ratios and the local optimal design
is determined.

To simplify the discussion, the following dimensionless
variables are introduced:

X5
x

l
, T5vt, R5

r

l
, R05

r 0

l
, A5

a

lv0
2 , ~6!
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wherev is the frequency of the periodic force acted on the
resonator,v05pc0 / l is the fundamental frequency of a cy-
lindrical resonator of lengthl .

In this work, the acceleration of the resonator induced
by external force is assumed to be harmonic,A(T)
5Ã cos(T). The physical parameters that determine the
acoustic wave field in the resonator are as follows: the accel-
eration amplitudeÃ, the ratio of specific heatsg, the attenu-
ation coefficientG5 p(z14h/3)v0 /c0

2r0 , and the resona-
tor oscillating frequencyV5 v/v0 .

A. Shape optimization

Suppose the resonator shapeR(X) is determined by a
number of shape parameters,S0 ,S1 ,...,Sn . For example, a
cone is given byR(X)5S01S1X. To determine the shape
producing the highest value of the pressure compression ra-
tio Rc , i.e.,

Rc~S0 ,S1 ,...,Sn!5
pmax

pmin
, at X50, ~7!

gradients of the pressure compression ratio value are com-
pared with the gradients of the shape parameters to indicate
the next contour iteration.pmax and pmin denote the maxi-
mum and minimum pressure at the narrow end of the reso-
nator during one period of oscillation, respectively. The com-
pression ratioRc is a function of the shape parameters, the
dimensionless frequencyV and the history ofV ~due to the
existence of hysteresis effects!. The method for obtainingRc

for a fixed resonator shape is explained later in the section.
The optimization method begins by specifying the prac-

tical conditions and constraints. The original experiments by
Lawrensonet al.1 and some commercial applications use re-
frigerant R-134a as the gas contained within the resonators.
Therefore, the specific heat ratiog51.2 is used to match the
gas properties of the refrigerant. The viscosity-related param-
eterG is fixed at 0.010, which was found appropriate in the
separate studies.2,7,8 The dimensionless radius of the resona-
tor at the narrow end,R(X50), is restricted to be greater
than 0.020833. This is the minimum value that would allow
for a mechanical connection to the resonator required for real
world applications.

Since the electrodynamic shaker system used in this
study1,7,8 is force-limited, the resonator shape is optimized by
holding constantthe maximum inertial force required to es-
tablish the periodic oscillation. This stipulation is justified
by the experimental results that the force acting on the reso-
nator surface by the acoustic field is negligible even at
resonance.7 This imposed constraint limits the acceleration
of the resonator,Ã, and reducesÃ when additional weight is
added with changing resonator geometry. Previous studies
held the acceleration amplitude constant, resulting in an op-
timal conical resonator shape that has a very small narrow
end and very large wide end.9 This geometry is not practical
since it results in heavy weight experimental hardware. Upon
application, the heavy weight resonator could not produce
high compression ratios due to the low acceleration gener-
ated by the shaker system. A greater compression ratio would
be obtained from lighter weight hardware oscillated at higher

acceleration amplitude. In this study, therefore, the maximum
external force delivered to the resonator oscillation is fixed
during the optimization, effectively favoring lighter weight
resonators and more closely modeling the real system.

Using Newton’s Second Law, for a fixed amount of
maximum dimensionless external forceFmax, the dimension-
less acceleration amplitudeÃ is easily deduced from

Ã5Fmax/~M1Ma!, ~8a!

whereM is the dimensionless mass of the resonator given by

M5E
0

1

p@„R~X!1Dw…
22R2~X!#dX

1p@R2~0!1R2~1!#Dw , ~8b!

andMa is the mass due to the fixture and armature attached
to the shaker as shown in Fig. 1. From the data in our ex-
periments,Ma is set to the dimensionless value of 0.89295,
equivalent to twice the weight of the conical resonator in our
experiment.Dw is the thickness of the resonator wall nondi-
mensionalized by the length of the resonator and is chosen to
be 0.020941 matching the dimension of the conical resonator
in the experiments. The second term of Eq.~8b! accounts for
the mass of the two end caps of the resonator.

A quasi-Newton method, BFGS
~Broyden-Fletcher-Goldfarb-Shanno!,10 then is used for
maximizing the multi-variable nonlinear function
Rc(S0 ,S1 ,...,Sn). BFGS is an iterative method, approximat-
ing the objective function by a quadratic function at each
iteration. At each major iteration step,k, a line search is
performed in the direction

d(k)5Hk
21

•“Rc~S(k)!,

where S(k)5(S0
(k) ,S1

(k) , ...,Sn
(k)) is the vector of the shape

parameters at thek-th iteration of BFGS.Hk is the BFGS
approximation to the Hessian matrix ofRc with respect toS,
defined by

Hk5Hk211
qk21qk21

T

qk21
T qk21

2
Hk21

T tk21
T tk21Hk21

tk21
T Hk21tk21

,

where tk215S(k)2S(k21), qk215“Rc(S
(k))2“Rc(S

(k21))
andH05I .

The evaluation of the objective functionRc involves
solving many iterations of a nonlinear system of ODEs given
in Eq. ~4!, since the gradient information ofRc required for
the BFGS method is not available analytically. Using a nu-
merical differentiation method via finite differences, the gra-

FIG. 1. Experimental apparatus.

2816 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Li et al.: Optimized resonator shapes



dient information is determined by perturbing each design
variable,Si , in turn and calculating the rate of change in the
objective functionRc(S0 ,S1 ,...,Sn). For two shape param-
eters, the optimization takes 4 to 48 hours of CPU time~de-
pending on the type of the resonator shape and initial guess
for the shape parameters! on a 1.3 GHz Athlon T-Bird PC
with the Lahey-Fujitsu FORTRAN compiler.

B. Boundary value problem

For a given shape of the resonator, the boundary value
problem, Eq.~4!, is solved numerically by a Multiple Shoot-
ing Method. Since the amplitude of the pressure in a resona-
tor strongly depends on the oscillating frequencyV, the
quantity to be optimized is the maximum pressure compres-
sion ratioRc over the entire range ofV for a given resonator
shape. Because of the hysteresis effects, the solution isnot
unique near the resonance frequency and the Multiple Shoot-
ing Method will not converge unless a good initial guess of
the solution is provided. To circumvent the difficulty, a con-
tinuation method is implemented. The system of ODEs is
solved starting from a frequencyV that is away from the
resonance frequency and the solution is used as an initial
guess for solving the ODEs for increased or decreasedV.
The steps are repeated until all branches of the solution for
all values ofV near the resonance is completed. The maxi-
mum ratioRc among different values ofV, and among the
increasing and decreasing frequency branches~if hysteresis
is present!, is chosen as the compression ratio corresponding
to the resonator contour.

IV. RESULTS

A. Experimental validation of the numerical method

While the numerical model by itself provides insight
into the physics of the nonlinear acoustic standing waves in
oscillating resonators, experimental verification is required to
ensure the model’s accuracy. Experimental conditions are
used as inputs to the numerical model, and the numerical
predictions are then compared to the experimental results.

The acceleration input to the numerical model is gener-
ated using measured signals from the experimental data. Re-
call that the model assumes that the resonator is excited us-
ing a simple sinusoidal acceleration. In addition, the
resonator is assumed to be ideally rigid so that the accelera-
tion is constant across the length of the resonator body. The
arguments made in Finkbeineret al.11 allow the measured
acceleration signals to be input to the model by isolating the
fundamental acceleration harmonic as the driving function
for the model.

The value forG, the effective viscosity parameter, is
based in part upon the second coefficient of viscosity due to
the high-pressure gradients and frequencies due to the acous-
tics. Previous work2 assumed a value ofG50.010, although
no justification was given for this value. To estimate this
parameter, the pressure results from the numerical model are
computed for several values ofG, and are plotted together
with the experimental data.8,12 A single comparison between

experimental and numerical data is presented here, but is
characteristic of several comparisons.

A representative experimental configuration is shown in
Fig. 1, with a resonator rigidly mounted on a Labworks ET-
127 shaker system. PCB Piezotronics 353B03 accelerom-
eters are mounted at both ends of the resonator. PCB Pi-
ezotronics dynamic pressure transducers are mounted in the
side wall of the resonator at axial positions ofX50.05 and
X50.95. Thermocouples and Druck PDCR 130 static pres-
sure transducers are mounted at the same axial positions as
the dynamic pressure transducers. The dynamic pressure
transducers are acceleration compensated, designed for high
frequency measurements, and are incapable of measuring
static pressure. The static pressure value is measured with
static transducers and is combined with the dynamic mea-
surements to complete the pressure measurement. The value
of the maximum force limit,Fmax, adopted in this work cor-
responds to an electrodynamic shaker with 500 lbf maximum
capacity and about 6 lbm armature and fixture.

At the acoustic resonance of the working fluid, the ac-
celeration signals measured near the two ends have small
difference in amplitude as graphed in Fig. 2. The dimension-
less acceleration based on the signal measured at the wide
and the narrow ends of the resonator is given byÃ59.76
31025 and Ã51.0331024, respectively. The difference in
the amplitude at the two ends is due to elasticity of the reso-
nator. The dynamic pressure frequency response measured at
the narrow end of the horn-cone resonator is displayed in
Fig. 3 along with the curves which are computed for varying
values of G with a dimensionless acceleration level,Ã
51.0331024, matching the acceleration measured at the
resonator narrow end. The computational pressure amplitude
is measured at the axial location ofX50.05. The result
shows that the model over-predicts the resonance frequency
of the horn-cone resonator by roughly 2.6%. However, in
terms of amplitude and wave form, the model predicts the
pressures generated in the resonator very well. The matching
value of G is between 0.011 and 0.012 with acceleration
referenced at the narrow end. A similar comparison shows,
when the computed pressure frequency response curves are
calculated based on the dimensionless acceleration at the
wide end,Ã59.7631025, the matching value ofG is found
to lie in ~0.010, 0.011!. These values ofG are, for all intents
and purposes, close to those assumed in previous studies.2

B. Optimal resonator shapes

In the following subsections, the results are shown from
optimizing each type of resonator shapes to achieve maxi-
mum compression ratioRc at one end of the resonators. The
ratio of specific heats is held atg51.2 and the attenuation
coefficientG50.01 which is identical to the value used in
Ilinskii et al.2 and closely matching the value determined by
the experiments discussed previously. The accelerationÃ for
a given shape is calculated from Eq.~8!, where the value of
the maximum inertial forceFmax is deduced from that for a
reference conical resonator accelerated at the amplitudeÃ
5531024.
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1. Optimal conical shaped resonator

The conical resonator contour can be written as

R~X!5S01S1X, for 0<X<1. ~9!

The conical resonator studied in Lawrensonet al.1 and Ilink-
sii et al.2 with S050.032941 andS150.26800 is chosen to
be the reference resonator, shown in Fig. 4~a!. For the refer-
ence resonator, the compression ratio reaches its maximum
value ofRc55.0475 when the oscillation frequency is raised
to V51.3134.

Using the optimization procedure described in Sec. III
and starting with the reference conical shape, the optimal
conical resonator is found to have the shape parametersS0

50.020833 andS150.17211. The compression ratioRc of
the conical resonator reaches a value of 5.8932, which is

about 17% higher than that of the reference resonator. Recall
that, due to hysteresis, the entire branch must be traced by
incrementing the frequencyV. The compression ratio
reaches the value when the frequency is increased to 1.3200.
The corresponding acceleration that achieves such a com-

pression ratio has the amplitudeÃ55.747031024. Accord-
ing to our assumption~8!, accelerating the optimal resonator
at this level requires the same amount of maximum inertial

force that oscillates the reference conical resonator atÃ55
31024. As stated before, to find realistic dimensions of the
resonator, the optimization scheme limits the lower bound
for the dimensionless radius of the resonator at the narrow
end to beR(X50)50.020833. From the dimensions of the
optimal conical resonator, the smaller narrow end,S0 , gen-
erates a larger compression ratio. Due to the fixed external

FIG. 2. The dimensionless acceleration signals mea-
sured at the two ends of the horn-cone resonator by
PCB accelerometers.

FIG. 3. The dynamic pressure frequency response mea-
sured at the narrow end of the horn-cone resonator and
the pressure responses predicted by the numerical
model computed for varying values ofG with a dimen-

sionless acceleration level,Ã51.0331024, matching
the acceleration measured at the resonator narrow end.
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force constraint, the slope of the optimal coneS1 is finite.
The reference resonator and the optimal conical resonator are
shown in Fig. 4. The second cone@Fig. 4~b!# has a smaller
narrow end and smaller slope than the reference@Fig. 4~a!#.

2. Optimal horn-cone shaped resonator

The horn-cone resonator shape is described by

R~X!5H S0 cosh~S1X!, for 0<X<S2 ,

a1bX, for S2<X<1,
~10!

where a5S0 cosh(S1S2) and b5S0S1 sinh(S1S2). The three
shape parametersS0 , S1 andS2 are optimized. The first op-
timization attempt starts with the dimensions of the horn-
cone given in Lawrensonet al.,1 S050.028333,S155.7264
and S250.25 @shown in Fig. 5~a!#. Using these original
shape parameters, the compression ratioRc514.059 is
achieved when the horn-cone resonator is accelerated atÃ
55.151631024 and the frequency is increased toV
51.4678. In searching for the optimal horn-cone design, the
lower bound of the radius of the narrow endS0 is limited to
be 0.020833 for practical reasons. The separation point be-
tween the horn section and the cone section,S2 , could be
any value between 0 and 1. The result of optimization finds
that the compression ratio reaches a maximum value of
19.115, which is 36% higher than that of the horn-cone of
Lawrenson et al.,1 when the shape hasS050.20833, S1

55.7044 andS250.25246. This optimal horn-cone achieves
the value of the compression ratio when its acceleration has
the amplitudeÃ55.673031024 and it is oscillating at its
resonance frequencyV51.4716. The value of the accelera-
tion satisfies the requirement of fixed inertial forceFmax for-
mulated in Eq.~8!. For horn-cone shapes, the principle that
higher compression ratio is obtained with smaller narrow end
is valid, as in the case of conical shapes.

The optimization scheme BFGS is designed for finding a
local extreme of a multivariable function. Our numerical
simulations indicate that the compression ratio, as a function
of the shape parameters, usually has many local extrema.
Our second optimization attempt started with a different ini-
tial geometry of the horn-cone and a substantially larger

value of the compression ratioRc547.975 is obtained when
the shape parameters areS050.020833,S156.1698 andS2

50.27704@shown in Fig. 5~b!#. For this compression ratio,
the resonator is oscillated at the acceleration amplitudeÃ
55.181431024 and the frequencyV51.5603. Comparing
with the compression ratio for the horn-cone in Lawrenson
et al.,1 the second optimal horn-cone improves the compres-
sion ratio bymore than 241%at the same value ofFmax.
Comparing the dimensions of the two horn-cones, the vol-
umes of the shapes are similar but the optimal horn-cone has
a relatively shorter cone section than that of the horn-cone
used in Lawrensonet al.1 In Fig. 5~c!, the pressure waveform
at the narrow end is presented for both the Lawrenson and
the optimized horn-cone resonators. The two pressure waves

FIG. 4. Conical shapes:~a! the reference conical reso-
nator;~b! the optimized conical resonator. For the same
maximum external force, the compression ratios corre-
sponding to the shapes in~a! and~b! reach the values of
5.0475 and 5.8932, respectively. For shape parameters,
see the text.

FIG. 5. ~a! The horn-cone shape in Lawrensonet al. ~Ref. 1!. ~b! Optimized
horn-cone shape. For shape parameters, see the text.~c! The pressure wave-
form at the narrow end for the horn-cone in Lawrensonet al. ~Ref. 1! ~the
dashed line! and that for the second optimized horn-cone~the solid line! are
shown.
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corresponding to the two horn-cone resonators also have dif-
ferent phases. Under the prescribed conditions, the peak of
the pressure is about 5.0 times the ambient pressure in the
optimal horn-cone while the peak is about 3.3 times for the
horn-cone in Lawrensonet al.1

3. Optimal cosine shaped resonator

The cosine shape is defined as

R~X!5S01S1„12cos~S2X!…, for 0<X<1. ~11!

Assuming that the input power is entirely determined by the
interior gas pressure, Chun and Kim5 compared three indi-
vidual resonators of the same volume: one conical shape, one
1
2-cosine shape (S25p) and one 3

4-cosine shape (S2

53p/2). They found that the1
2-cosine resonator produces

the highest compression ratio among the three resonators.

Imposing our optimization constraint of external force-limit,
for the 1

2-cosine dimensions reported in Chun and Kim,5 S0

50.025, S150.095, S25p, the compression ratio reaches
the value 11.216 whenÃ55.577531024 and V51.4834.
Starting with this shape, the resulting optimal cosine shape
parameters are given byS050.020833,S150.10462 and
S253.2490, and the corresponding compression ratio in-
creases toRc511.865 at the accelerationÃ55.468031024

and the frequencyV51.5552, which is about 6% better than
that of Chun and Kim5 at the same level of force-limit. Using
different initial guesses of the shape parameters for cosine
resonators, the optimization scheme produced results that
yielded a higher compression ratio ofRc511.954, 7% higher
than that of Chun and Kim.5 The higher performance is
achieved atÃ55.920931024 andV51.4837 when the co-
sine resonator described by Eq.~11! has the following shape
parameters:S050.020833,S150.070327 andS253.3553.
The shape is displayed in Fig. 6~b!. As shown in Fig. 6~c!,
the pressure waveform of the optimal cosine design is
smoother compared to that of Chun and Kim5 with a greater
pressure peak and a different phase.

Under the specified conditions~the same force-limit
Fmax, the ratio of specific heatsg and the viscosity-related
parameterG), the horn-cone shape is found to be better than
the cosine shape in generating higher compression ratio at
the narrow end, different than the findings of Chun and Kim5

under a different set of criteria. The resonance frequency of
the optimal horn-cone shapeV51.5603 is higher than that
of the optimal cosine shapeV51.4837, and the acceleration
amplitudes for achieving the corresponding compression ra-
tios are comparable:Ã55.181431024 for the horncone
resonator andÃ55.920931024 for the cosine resonator.

V. CONCLUSIONS

A local optimization scheme is presented for determin-
ing the axisymmetric resonator contours that maximize the
pressure compression ratio at one end of an oscillating
acoustic resonator. The optimal dimensions under a limiting
constraint of external periodic force are reported for cone,
horn-cone, and cosine shaped resonators. The results are
summarized in Table I, including the shape parameters, cor-
responding acceleration amplitude, resonance frequency, and
compression ratio.

FIG. 6. ~a! The
1
2-cosine shape as in Chun and Kim~Ref. 5!. ~b! The

optimized cosine shape.~c! The pressure waveform at the narrow end for the
1
2-cosine resonator in Chun and Kim~Ref. 5! ~the dashed line! and that for
the optimized cosine shape~the solid line! are shown.

TABLE I. A summary of the shape parameters and compression ratios of previous studies compared with the
optimum geometries. For reference, the corresponding acceleration levels and fundamental resonance frequency
are listed.

S0 S1 S2 Ã(31024) V Rc

Cone:
Ilinskii et al. ~Ref. 2! 0.032941 0.26800 N/A 5.0000 1.3134 5.0475
Optimal 0.020833 0.17211 N/A 5.7470 1.3200 5.8932
Horn-cone:
Lawrensonet al. ~Ref. 1! 0.028333 5.7264 0.25 5.1516 1.4678 14.059
Optimal 0.020833 6.1698 0.27704 5.1814 1.5603 47.975
Cosine-shape:
Chun and Kim~Ref. 5! 0.025 0.095 3.1416 5.5775 1.4834 11.216
Optimal 0.020833 0.070327 3.3553 5.9209 1.4837 11.954
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For each type of resonator, a smaller narrow end is
found to give a larger pressure peak-to-peak ratio. This find-
ing suggests that the number of shape parameters in an op-
timization can be reduced by holding the diameter of the
narrow end fixed at a value as small as practical. For the
types of horncone and cosine shapes, there are many differ-
ent designs that achieve local extrema. However, using dif-
ferent initial guesses a more global optimum can be deter-
mined and a 241% improvement of in compression ratio can
be achieved. For the shapes considered herein, the horncone
shape is found to generate the highest compression ratio. The
acoustic field in a resonator is a continuous function of the
resonator shape, the ratio of specific heats and the viscosities.
Consequently, the dimensions of optimal resonator shape re-
ported herein will undergo change as the specific heats
and/or the viscosities change. The optimized shapes depend
on the capacity and the fixture/armature mass of the force-
limited shaker, the mass of the resonator, and other possible
constraints that a particular application demands.

The quasi-one-dimensional model in this paper does not
include the possible effects due to the boundary layer along
the resonator wall and acoustically generated turbulence at
high amplitudes. Nevertheless, a direct comparison is made
between the results from our model and those from Ilinskii
et al.3 which include both of these effects. We find that, for
the horncone studied in Ilinskiiet al.,3 the combined influ-
ence of the boundary layer attenuation and possible turbu-
lence on the acoustical field, in particular, on the compres-
sion ratio of the pressure wave, is small~less than 5%! at
Ã5531024, approximately the highest acceleration level
considered in this paper.
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Numerical simulation of acoustic streaming generated by
finite-amplitude resonant oscillations in an enclosure
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Acoustic streaming motion in a compressible gas filled two-dimensional rectangular enclosure is
simulated and the effects of the sound field intensity on the formation process of streaming
structures are investigated numerically. The oscillatory flow field in the enclosure is created by the
vibration of the left wall of the enclosure. The frequency of the wall vibration is chosen such that
the lowest acoustic mode propagates along the enclosure. The fully compressible form of the
Navier–Stokes equations is considered and an explicit time-marching algorithm is used to track the
acoustic waves. The formation of the wave field in the enclosure is computed and fully described
and the acoustic boundary layer development is predicted. The interaction of the wave field with
viscous effects and the formation of streaming structures are revealed by time-averaging the
solutions over a given period. The strength of the pressure waves associated with the acoustic effect
and the resulting streaming flow pattern is found to be strongly correlated to the maximum
displacement of the wall during a vibration cycle. The wave form determines the shape of the steady
streaming structures in the oscillatory flow field. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1795332#

PACS numbers: 43.25.Nm@MFH# Pages: 2822–2831

I. INTRODUCTION

Interaction of acoustic waves in compressible fluids and
solid boundaries creates challenging problems. One of these
problems isthe acoustic streaming. It is a well-known fact
that sound sources may generate a flow field in which the
particle velocities are not simply sinusoidal and a pattern of
time-independent vortical flows or steady circulations is of-
ten found in the body of compressible media.1 Sound at high
intensity levels in gases and liquids is accompanied by these
second-order steady flow patterns known as ‘‘acoustic
streaming.’’ These steady flows always have rotational char-
acter and their velocity increases with the sound intensity.
But, even at the high intensity levels, the secondary stream-
ing velocity magnitude remains smaller than the primary os-
cillatory particle velocity magnitude.

Acoustic streaming may be effective in accelerating cer-
tain kinds of rate processes and has applications in localized
micromixing of polymers, and convective cooling in reduced
gravity environment. These streaming flows may also appear
in devices like acoustic compressors, thermoacoustic refrig-
erators, and in processes like containerless material process-
ing via acoustic levitation, ultrasonic medical diagnostic de-
vices, and ultrasonic cleaning of contaminated surfaces.
Proper knowledge of the flow structure is important for the
successful design and execution of these applications.

While various analytical models are available for de-
scribing acoustic streaming phenomena, they are usually
based on substantial approximations and the solutions are
often limited to idealized conditions. The study of acoustic
streaming started with the theoretical work of Lord

Rayleigh.2 He considered vortex flows occurring in a long
pipe ~Kundt’s tube! as a result of the presence of a longitu-
dinal standing wave. Westervelt3 obtained a general vorticity
equation and developed a general procedure for evaluating
the streaming velocity induced by acoustical disturbances
that can be specified in a first-order manner by a wave
equation—linear in the field variables. The treatment pre-
sented in the above study was not applicable to problems
where the wave amplitudes are large and the field values
cannot be described by a linear wave equation because of the
fact that no first-order specification of the field exists. The
vorticity equation was thus subject to the restrictions: sole-
noidal first-order motion and irrotational first-order motion.
Andres and Ingard investigated low4 and high5 Reynolds
number acoustic streaming analytically and discussed the
distortion of the streaming flow patterns as a function of
sound intensity. Nyborg6 reviewed the theories for calculat-
ing steady streaming associated with sound fields. He
worked out two illustrative problems, both for rectilinear
flow due to irrotational sound fields: the first deals with a
single attenuated plane wave traveling down a tube and the
second one deals with a pair of crossed plane waves. An
approximate solution was also developed by Nyborg7 for
sonically induced steady flow near a fluid–solid interface
subjected to the condition of known irrotational oscillatory
velocity distribution in the vicinity of the interface. The pre-
viously developed theoretical approaches are based on suc-
cessive approximations to solutions of nonlinear hydrody-
namic equations, where the first- and second-order solutions
in each approximation must satisfy the boundary conditions.
Accurate solutions exist only for the cases where the bound-
aries are planes, cylinders, or spheres and where the specified
velocity distributions on these boundaries are as simple.
When the geometry is complex, the method will not work.

a!Author to whom correspondence should be addressed. Electronic mail:
bfarouk@coe.drexel.edu
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The effect of compressibility on acoustic streaming near
a rigid boundary was investigated by Qi8 with a theoretical
study. In this study, the goal was to resolve an existing in-
consistency: while the compressibility is a necessary condi-
tion for the propagation of acoustic waves, past analysis of
acoustic streaming are limited to incompressible fluids. It
appears that this inconsistent description results from adapt-
ing the incompressible boundary layer solutions obtained by
Schlichting to acoustic streaming near rigid boundaries. It
was shown that the consideration of compressibility leads to
a larger streaming velocity outside the boundary layer. The
effect was found to be significant in gases, but not in liquids.
However, Hamiltonet al.9 noted that the interpretation pro-
posed by Qi8 on the effect of compressibility is misleading
since Qi’s solution8 reduces to the classical solution of Ray-
leigh in the absence of heat conduction. Qi extended this
study8 to investigate acoustic streaming in a circular tube.10

Vainshtein11 combined the problems of Rayleigh streaming
and Couette flow and investigated the effect of streaming on
shear flows. Menguy and Gilbert12 studied nonlinear acoustic
streaming in a cylindrical waveguide with a perturbation
scheme using asymptotic expansions. A noticeable distortion
of the acoustic field due to the fluid inertia was demonstrated
and a comparison of slow and nonlinear acoustic streaming
was presented. Hamiltonet al.13 derived an analytic solution
for the average mass transport velocity generated by a stand-
ing wave confined by parallel plates. In this study both the
outer, Rayleigh streaming vortices and the inner, boundary
layer vortices were described. They found that as the channel
width is reduced, the inner vortices increase in size relative
to the Rayleigh vortices and for sufficiently narrow channels
the Rayleigh vortices disappear and only inner vortices exist.
Hamilton et al.9 recently extended this analysis to a gas in
which heat conduction and the dependence of viscosity on
temperature are taken into account.

Kawahashi and Arakawa14 performed a numerical analy-
sis of acoustic streaming induced by finite-amplitude oscilla-
tion in a closed duct driven by a piston applying a fourth-
order spatial difference method. The results obtained showed
velocity distributions in the oscillatory boundary layer and
the change of the streaming profile owing to the increase in
the amplitude of oscillation and the existence of a double
layer in the vicinity of the duct wall. Gopinath and Mills15

investigated the convective heat transfer due to acoustic
streaming across the ends of a tube supporting a standing
wave, numerically. A parametric study of the effects of the
controlling acoustic and geometric variables was conducted,
and Nusselt number correlations were developed for air.
Yano16 investigated acoustic streaming excited by resonant
oscillations with periodic shock waves in a gas-filled closed
tube. His computational predictions demonstrated strong vor-
tices localized near the tube wall that are quite different from
Rayleigh streaming. For high streaming Reynolds numbers
(5pXMAXc0 /n), turbulent streaming appears in the form of
irregular vortical flow structures in the tube. Alexeev and
Gutfinger17 studied resonant gas oscillations in closed tubes
numerically and experimentally. They considered a two-
dimensional axisymmetric flow for a compressible gas with a
turbulence model and reported shock waves traveling back

and forth along the tube. They reported streaming motion at
resonance having an opposite direction with that in nonreso-
nant oscillations.

The above survey indicates that, in most of the analyti-
cal and numerical studies cited in the literature, the forma-
tion of acoustic streaming is analyzed with a simplified ap-
proach. In these studies, a perfectly sinusoidal primary
standing wave field in the domain of interest is assumed and
the investigation is started from this point. In other terms, the
formation of the sound field and streaming processes are not
modeled. The current study is specifically concerned with the
modeling of the actual physical processes, i.e., the formation
of the sound field and streaming processes in a resonator. We
do not employ any pre-defined sound field in the computa-
tional domain for the simulation of acoustic streaming. In-
stead, we directly compute and fully describe the formation
of the acoustic field in the domain. A rectangular enclosure
filled with a compressible fluid is considered. The left wall of
the enclosure is modeled as a rigid boundary that vibrates
harmonically in time representing the motion of a loud-
speaker diaphragm or vibration of a commercial ultrasonic
mixer probe. The vibrating boundary is the acoustic source in
this geometry and a sound field in the enclosure is created by
this source. We are able to model the physical processes
including the compression of the fluid and the generation of
the wave, acoustic boundary layer development, and finally
the interaction of the wave field with viscous effects and the
formation of streaming structures. A similar approach was
also followed by Kawahashi and Arakawa14 in their study
and the simulations were performed for a single enclosure
height ~aspect ratio,H/L50.036) and three wall displace-
ment values. We consider five different enclosure heights
with various wall displacement values for the geometries
considered in this study. This present model is a flexible tool
that can analyze acoustic streaming in various geometries,
and with different fluids. The results of the current study will
also be a good reference and starting point for more ad-
vanced studies involving heat transfer analysis in acousti-
cally induced flow fields with streaming.

II. THE MODEL AND GOVERNING EQUATIONS

To investigate the formation of streaming flow struc-
tures, a rectangular enclosure filled with nitrogen having
thermally insulated and no-slip walls is considered as illus-
trated in Fig. 1. The vibration frequency of the enclosure left
wall is chosen asf 520 kHz since this value is a typical
operating frequency for ultrasonic mixer probes. The corre-
sponding wavelength of the sound waves at this frequency is

FIG. 1. Schematic of the problem.
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l517.65 mm for the value of sound speed in nitrogen at 300
K being c05353 m/s. The harmonic displacement and the
velocity of the vibrating wall are given byX5XMAX sin(vt)
and vw5vXMAX cos(vt), respectively. Here,XMAX is the
maximum displacement of the wall,v is the angular fre-
quency of the vibration (v52p f ), and vXMAX represents
the maximum velocity of the wall. The length of the enclo-
sure was chosen asL5l/258.825 mm while five different
values were considered for the enclosure height. Chosen
height values give dimensionless enclosure height (y0 /dn)
as 10, 20, 30, 40, and 50 varying from a narrow geometry to
wider enclosures. Heredn represents the acoustic boundary
layer thickness, given bydn5(2n/v)1/2 and n is the kine-
matic viscosity of the fluid.

Acoustic streaming formation is described by the full
two-dimensional Navier–Stokes and energy equations for a
compressible fluid. In a Cartesian coordinate system, these
equations are expressed as

]r

]t
1

]~ru!

]x
1

]~rv !

]y
50, ~1!

r
]u

]t
1ru

]u

]x
1rv

]u

]y
52

]p

]x
1

]txx

]x
1

]txy

]y
, ~2!

r
]v
]t

1ru
]v
]x

1rv
]v
]y

52
]p

]y
1

]tyy

]y
1

]txy

]x
, ~3!

]E

]t
1

]

]x
@~E1p!u#1

]

]y
@~E1p!v#

5
]

]x
@utxx1vtxy#1

]

]y
@utxy1vtyy#2

]qx

]x
2

]qy

]y
. ~4!

Heret is time,x andy refer to the Cartesian coordinates,r is
density,p is pressure,u andv are the velocity components,
andE is the total energy:
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Hereg ~51.4! is the ratio of specific heats. The components
of the stress tensort are
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where m is the dynamic viscosity. The components of the
heat-flux vector are written as
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whereT is temperature andk is thermal conductivity. Since
the temperature fluctuations for the cases considered are sig-
nificant and vary in the range of 10 °C to 30 °C, the tempera-
ture dependence of the viscosity and thermal conductivity18

are taken into account using the following polynomial ex-
pressions:

m~T!521.2533102618.98331028T21.139

310210T219.101310214T3, ~8!

k~T!51.4943102411.10831024T21.04531027T2

16.958310211T3. ~9!

The temperature is related to the density and pressure
through the ideal-gas law:

p5rRT, ~10!

whereR(5296.8 J/kg K) is the specific gas constant of the
medium.

III. NUMERICAL SCHEME

The governing equations~except for the diffusion terms!
are discretized using a control-volume-based finite-volume
method based on the flux-corrected transport~FCT! algo-
rithm. FCT is a high-order, nonlinear, monotone, conserva-
tive, and positivity-preserving scheme designed to solve a
general one-dimensional continuity equation with appropri-
ate source terms.19 This scheme has fourth-order phase accu-
racy and is able to resolve steep gradients with minimum
numerical diffusion. We have successfully used the algorithm
in predicting the generation and propagation of thermoacous-
tic waves in gases.20,21 In this algorithm, when a flow vari-
able such as a density is initially positive, it remains positive
during the computations and no new minimum or maximum
values are introduced due to numerical errors in the calcula-
tion process. To ensure positivity and stability, a minimum
amount of numerical diffusion over the stability limit is
added at each time step. The time-step splitting technique is
used to solve the two-dimensional problem addressed here.
Further details of the FCT algorithm used here are docu-
mented by Boriset al.22 The diffusion terms~the viscous
term in the momentum equations and the conduction and
viscous dissipation terms in the energy equation! were dis-
cretized using the central-difference approach and the time-
step splitting technique was used to include the terms in the
numerical scheme.

No-slip and zero-gradient temperature boundary condi-
tions were used for all the solid walls. A high-order nondis-
sipative algorithm such as FCT requires a rigorous formula-
tion of the boundary conditions. Otherwise, numerical
solutions may show spurious wave reflections at the regions
close to boundaries and nonphysical oscillations arising from
instabilities. In the present computational method, the treat-
ment proposed by Poinsot and Lele23 was followed for
implementing the boundary conditions for the density. This
method avoids incorrect extrapolations and overspecified
boundary conditions. Along any stationary solid wall, the
density is calculated from
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wherecM is the acoustic speed,M indicates the location of
the wall, andn is the direction normal to the wall. Since the
current problem involves a moving boundary and a time-
dependent boundary velocity, a modification in this part of
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the scheme is required. Along the vibrating wall, the density
is calculated from

]r

]t
5

rg

cL

]uW

]t
1

rg~uW2cL!

cL

]u

]x
2

g~uW2cL!

cL
2

]p

]x
,

~12!

wherecL is the acoustic speed.
Since the formation of acoustic streaming structures re-

sults from the interaction between the wave field and the
viscous boundary, resolving the acoustic boundary layer
thickness in the computational method is a required condi-
tion to accurately predict the acoustic streaming structures.
Due to symmetry of the geometry, we consider the bottom
half of the enclosure as the computational domain and em-
ploy mesh sizes varying between 121355 to 1213110 for
the five different enclosure heights considered in these simu-
lations. The simulations performed using even denser com-
putational grids did not change the results significantly and
chosen meshes were found to be sufficient for the present
computations. The computational cells are uniformly distrib-
uted in thex direction and are found sufficient to capture
wave propagation and reflection accurately. The grid has
nonuniformly distributed cells in they direction with fine
grids in the vicinity of the bottom wall of the enclosure. In
this grid structure, the variation of the left wall position and
the size changes for the first column of cells were also taken
into account since the problem involves the modeling of a
vibrating wall.

IV. RESULTS AND DISCUSSION

The pressure amplitude in the enclosure~see Fig. 1! is
determined by adjusting the maximum displacement of the
wall (XMAX). The calculations were started with the vibra-
tion of the left wall at x50 and with uniform values of
pressure~101 325 Pa!, temperature~300 K!, and density
~1.138 kg/m3! within the quiescent medium. For the duration
of each cycle of the vibration of the wall, about 25 000 time
steps were used.

We considered five different values of the enclosure
height. The cases considered are summarized in Table I. The
dimensionless channel width (y0 /dn), the maximum dis-
placement of the left wall (XMAX), and the aspect ratio of the
enclosure (H/L52y0 /L) are included in Table I for each
case.

In the first case considered~Case A!, the enclosure half-
width is the smallest (y0 /dn510) and the maximum dis-
placement of the wall was set toXMAX 510mm. Figures 2~a!
and 2~b! show the pressure and velocity distributions, respec-
tively, along the symmetry axis (y5y0) of the enclosure at
vt50, p/2, p, 3p/2 for Case A~during cycle #100!. Pressure
distribution forvt52p ~not shown here! is identical to the
curve given forvt50. The perfectly sinusoidal profile of the
emitted wave by the oscillating wall is weakly distorted due
to viscous and nonlinear effects. Atvt50 andvt5p, the
amplitude of the pressure waves reach a maximum value in
the enclosure. At the beginning of the cycle (vt50), the
pressure is maximum on the vibrating wall of the enclosure
and decreases with distance from the wall and reaches a
minimum at the opposite wall (x5L). In the middle of the
cycle (vt5p) the pressure profile is fairly symmetric with
respect to the vertical midplane (x5L/2) to the profile given
for vt50, and reaches a maximum at the right wall. The
pressure profiles given for different time levels intersect at
approximatelyx5L/2 and creates a pressure node. The cor-
respondingu-velocity profile for this case is given in Fig.
2~b!. Unlike the pressure field, velocity maximums and mini-
mums are observed atvt5p/2 andvt53p/2. The left wall
is stationary atvt5p/2 andvt53p/2. The primary oscil-

TABLE I. Summary of cases considered for acoustic streaming analysis.

Case y0 /dn XMAX (mm) H/L

A 10 10 0.0358
B-1 20 10 0.0716
B-2 20 3 0.0716
C-1 30 10 0.1074
C-2 30 2 0.1074
C-3 30 1 0.1074
D-1 40 10 0.1432
D-2 40 0.5 0.1432
E-1 50 10 0.1790
E-2 50 0.5 0.1790
E-3 50 0.2 0.1790

FIG. 2. Variation of~a! pressure;~b! u velocity along the symmetry axis of
the enclosure at four different instants (vt50,p/2,p,3p/2) during the
acoustic cycle #100~Case A!.
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latory flow is periodic and the maximum value of the veloc-
ity is predicted to be approximately 12 m/s. Due to attenua-
tion caused by viscous and nonlinear effects, both pressure
and velocity profiles slightly differ from a perfect sinusoidal
wave field.

The predicted secondary flow field for Case A is shown
in Fig. 3 for the enclosure. This flow field is based on the
average mass transport velocity values in the enclosure. The
average mass transport velocity was given by

ust5
^ru&

^r&
, vst5

^rv&

^r&
, ~13!

and describes thex and y components of the streaming ve-
locities, respectively. Herê & indicates the time-averaged
quantities. The time averaging was applied during the 100th
vibration cycle~between cycle #99 and #100! and gives the
streaming velocity values neart55 ms. The streaming ve-
locities calculated based on the time averaging during 150th
(t57.5 ms) and 200th (t510 ms) cycles do not differ sig-
nificantly from the values computed att55 ms. Hence, the
average mass transport velocities were assumed to be cycle
independent by this time (t55 ms). The maximum stream-
ing velocity value is found to be approximately 0.06 m/s
while the maximum instantaneous velocities reach 12 m/s in
the primary oscillatory flow field in the enclosure. Four
clockwise and four counterclockwise circulations are ob-
served in the enclosure. Two of these vortical structures,
namely inner streaming structures, formed at the vicinity of
the bottom wall. The height of the circulatory flow structures
~inner streaming! observed in the vicinity of the horizontal
walls is characterized by the thickness of the acoustic bound-
ary layer. The streaming structures seen in the middle section
of the enclosure~outer streaming! have larger sizes. The
horizontal length of both the inner and the outer streaming
vortices is characterized by a quarter-wavelength~l/4!. The
predicted streaming structures are in good agreement with
the results reported by Hamiltonet al.9,13 in their recent stud-
ies.

Figure 4~a! shows the variation of thex component of
streaming velocity along the enclosure semiheight atx
53L/4 for Case A. In this figure, the vertical axis is thex
component of the dimensionless streaming velocity (ust/uR)
and uR is the reference velocity given byuR53u0

2/16c0 ,
whereu0 is the maximum oscillatory velocity. This reference
velocity value represents the maximum streaming velocity in
case of a perfect sinusoidal wave form obtained by Rayleigh.

Results from Hamiltonet al.13 are also included in the same
figure ~dashed curve!. The predictions of the current study
for Case A compare well with the results from Hamilton
et al.13 Figure 4~b! shows the variation of they component of
streaming velocity along the enclosure semiheight atx
5L/2. The vertical axis represents they component of the
nondimensional streaming velocity (vstx0 /uRy0). The maxi-
mum difference between the predictions of the current study
and the reference solution~dashed curve!13 is approximately
10%. The results given in the reference solution are for a
resonator in which the sound field is assumed to be formed
by shaking the system with a harmonic excitation. Since the
present study considers a resonator with a vibrating bound-
ary, the resulting velocity fields slightly differ.

In the next case considered~Case B-1!, the enclosure
height (y0 /dn520) was doubled compared to Case A and
the maximum wall displacement was kept the same (XMAX

510mm). Figure 5 shows the pressure distribution in the
enclosure for this case during acoustic cycle #100. Pressure
waves emanating from the sinusoidal displacement of the
oscillating wall are strongly distorted by the nonlinear ef-
fects. Since we have a wider system (y0 /dn520), the vis-
cous effects are weaker and shear forces along the top and
the bottom walls have less effect on the bulk of the gas. This
leads to higher pressure amplitudes and ‘‘shock wave’’-type
profiles in the enclosure due to less attenuation. Similar wave
profiles were reported by Chester24 and several other
researchers17,25–29 for resonant gas oscillations in closed
tubes. Corresponding flow structures based on the average
mass transport velocity in the enclosure is shown in Fig. 6.
The figure depicts the flow field in the bottom half of the
enclosure. For this case, the secondary flow patterns are ob-
served in the shape of irregular vortical structures. Several
second-order vortices form the streaming flow field. Circula-

FIG. 3. Mean flow field in the enclosure att50.005 s~Case A!.

FIG. 4. Variation of the streaming velocity along the semiheight of the
enclosure~Case A!. ~a! u component of the streaming velocity atx53L/4
and ~b! v component of the streaming velocity atx5L/2.
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tion loops apparently become unstable and nonsymmetric
vortex patterns are observed. The inner streaming structures
are destructed but visible. The maximum primary oscillatory
flow velocity is predicted as 20 m/s while the maximum flow
speed is 0.54 m/s in the secondary quasisteady streaming
flow field. For this case, we qualitatively compare our results
with the predictions of Yano.16 The aspect ratio of the enclo-
sure 0.07 is quite close to that of 0.1, considered by Yano.16

Yano’s definition16 of the streaming Reynolds number can be
expressed aspXMAXc0 /n using the present nomenclature.
Based on this definition, streaming Reynolds number for
Case B-1 is 699. This value is close to the minimum stream-
ing Reynolds number~560! considered by Yano. However,
the pressure amplitudes and the oscillatory flows are much
stronger in Case B-1, compared to those addressed by Yano.
Yano’s computations demonstrate streaming structures local-
ized near the tube wall. A number of vortices are visible in
the bottom half of the tube distributed nonhomogeneously
and in skewed form. The streaming currents are not strong
enough to position the vorticity in the vicinity of two ends of
the tube. The present computations show more homogeneous
streaming pattern distribution in the enclosure due to larger
streaming velocities.

In the next case considered~Case B-2!, we decreased the
maximum wall displacement value toXMAX 53 mm to re-
duce the sharp pressure and velocity gradients observed for
Case B-1 in the enclosure. The enclosure height is kept the
same (y0 /dn520) as in Case B-1. Figure 7 compares the
temporal variation of the pressure for Cases B-1 and B-2 at

the midpoint of the left wall at the end of 100th vibration
cycle. The pressure amplitude reaches approximately 16 kPa
with 10 mm maximum wall displacement~Case B-1! while it
is 6 kPa with 3mm maximum wall displacement~Case B-2!.
Also, with a higher wall displacement value~10 mm!, the
pressure wave form is much sharper and shock wave-type
profile is observed. For the smaller wall displacement~3
mm!, the pressure profile is near-sinusoidal. The temporal
variation of the pressure at the left wall is characterized by a
sudden amplitude increase for Case B-1 while a more
gradual increase is observed for Case B-2. The correspond-
ing quasisteady~time-averaged! flow structure in the bottom
half of the enclosure for Case B-2 is shown in Fig. 8 att
55 ms. For this case, the flow patterns are observed in the
shape of regular structures. The inner and outer acoustic
streaming structures are clearly visible. The maximum pri-
mary oscillatory flow velocity is computed as 7 m/s while
the maximum flow speed is 0.03 m/s in the secondary steady
streaming flow field.

For the next three cases considered the enclosure height
increased further (y0 /dn530). In this geometry we consider
XMAX 510mm, XMAX 52 mm, and XMAX 51 mm as maxi-
mum wall displacement values for Cases C-1, C-2, and C-3,
respectively. The instantaneous pressure profiles obtained for
these three cases along the symmetry line are presented in
Fig. 9. Larger wall displacement creates higher pressure am-
plitudes. Also, the pressure gradients in the flow field in-
creases with a larger wall displacement. Sharp wave profile
indicates the presence of higher harmonics in the wave field

FIG. 5. Variation of the pressure along the symmetry axis of the enclosure at
four different instants (vt50,p/2,p,3p/2) during the acoustic cycle #100
~Case B-1!.

FIG. 6. Mean flow field in the enclosure att50.005 s~Case B-1!.

FIG. 7. Time evolution of left wall pressure at the midpoint~Cases B-1,
B-2!.

FIG. 8. Mean flow field in the enclosure att50.005 s~Case B-2!.
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in addition to the fundamental component. The maximum
pressure amplitudes are approximately 19.2, 5.2, and 3.1 kPa
for Cases C-1, C-2, and C-3, respectively. Figures 10~a!,
10~b!, and 10~c! show the instantaneous flow fields in the

enclosure for these cases att55 ms that corresponds to the
beginning of acoustic cycle #101 (vt50). These are repre-
sentative figures and although the flow directions change
during the acoustic cycle due to periodic oscillations, the
nature of the flow field is preserved. The maximum instanta-
neous flow velocities are 25, 6.8 and 3.6 m/s for cases C-1,
C-2, and C-3, respectively. In Fig. 10~a!, a strongly two-
dimensional flow pattern is observed. In the vicinity of the
bottom wall, flow is fairly uniform. As the wall displacement
amplitude decreases~Case C-2!, the transient flow field is an
almost one-dimensional form@Fig. 10~b!#, except a circula-
tion pattern resulting from viscous interactions atx>4 mm.
For case C-3, the flow field is mostly one-dimensional, again
except regions close to the bottom wall@Fig. 10~c!#.

The time-averaged~over one cycle! flow fields in the
bottom half of the enclosure for these three cases are given in
Figs. 11~a!, 11~b!, and 11~c!. In Fig. 11~a!, the flow pattern in
the bottom half of the enclosure is in the form of a number of
vortical structures and five streaming structures are observed
per quarter-wavelength. This irregular streaming flow pattern
is the result of the two-dimensional transient~periodic! flow
field @Fig. 10~a!#. The maximum streaming flow speed in Fig.
11~a! is 2.1 m/s. In Fig. 11~b!, three outer streaming struc-
tures are observed per quarter-wavelength while one inner

FIG. 9. Variation of the pressure along the symmetry axis of the enclosure at
two different instants (vt50,p) during the acoustic cycle #100 for Case
C-1 (XMAX 510mm), Case C-2 (XMAX 52 mm), and Case C-3 (XMAX

51 mm).

FIG. 10. Oscillatory flow fields~instantaneous! in the enclosure att
50.005 s for~a! Case C-1,~b! Case C-2, and~c! Case C-3.

FIG. 11. Mean flow field in the enclosure att50.005 s for~a! Case C-1,~b!
Case C-2, and~c! Case C-3.
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streaming structure exists per quarter-wavelength. The
change of the oscillatory flow field from a two-dimensional
form to a near-one-dimensional form reduces the number of
streaming structures and the irregularity of the streaming
field. The streaming pattern in Fig. 11~b! is still quite differ-
ent from that of classical Rayleigh streaming. The maximum
streaming flow speed here is 0.044 m/s. In Fig. 11~c!, two
inner and two outer streaming structures are present in the
system and the maximum streaming flow speed is 0.008 m/s.

In the last three cases considered~Cases E-1, E-2, E-3!,
the dimensionless enclosure height was chosen asy0 /dn

550. In this geometry we considerXMAX 510mm, XMAX

50.5mm, andXMAX 50.2mm as maximum wall displace-
ments for Cases E-1, E-2, and E-3, respectively. Figure 12
compares the temporal variation of the pressure for these
three cases at the midpoint of the left wall at the end of the
100th vibration cycle. The pressure amplitude reaches a
value of approximately 21.2 kPa for the 10mm wall dis-
placement~Case E-1!, 2.5 kPa for 0.5mm ~Case E-2! and 1.1
kPa for 0.2mm ~Case E-3! wall displacements. Also, with a
higher wall displacement value, the pressure wave form is
much sharper and distorted. The temporal variation of pres-
sure at the left wall is characterized by sudden amplitude
increase for Case E-1 while a more gradual increase is ob-
served for Cases E-2 and E-3. Corresponding streaming
structures in the bottom half of the enclosure for all three
cases are shown in Figs. 13~a!, 13~b!, and 13~c!. All three
figures demonstrate highly irregular flow structure for the
nonlinear sound fields. For Case E-1, approximately four
outer streaming rolls are observed per quarter-wavelength. In
Fig. 12 the pressure profiles seem fairly linear for Case E-2
(XMAX 50.5mm) and for Case E-3 (XMAX 50.2mm) though
the ~weak! attenuation effects are present. However, the cor-
responding flow structures do not contain the classical
streaming field having two inner and two outer vortices per
half-wavelength. Approximately four and one-half streaming
rolls are observed per quarter-wavelength for Cases E-2 and
E-3. The pressure variations~Fig. 12! are weaker in the do-
main for Cases E-2~pressure amplitude: 2.5 kPa! and E-3

~pressure amplitude: 1.1 kPa! compared to the pressure
variations in classical streaming cases A~Fig. 2, pressure
amplitude: 9.6 kPa!, B-2 ~Fig. 7, pressure amplitude: 6 kPa!,
and C-3~Fig. 9, pressure amplitude: 3.1 kPa!. Similar behav-
ior is observed also for the maximumu-velocity values
(uMAX) in the oscillatory flow fields~Table II!. These two
points, viz., the two-dimensional oscillatory flow field and
weak pressure variations appear to be the major factors re-
sulting in irregular streaming motion.

When the enclosure is sufficiently high (H/L.0.14)
Rayleigh streaming patterns are not observed even for small
vibration amplitudes. Compared to narrow enclosures having
oscillatory velocity amplitudes of the same order, wide sys-
tems are associated with larger streaming velocities and ir-
regular flow structures. The maximum oscillatory flow ve-
locities are 28, 3, and 1.3 m/s for Cases E-1, E-2, and E-3,
respectively, while the maximum streaming flow speeds are

FIG. 12. Time evolution of left wall pressure at the midpoint for Case E-1
(XMAX 510mm), Case E-2 (XMAX 50.5mm), and Case E-3 (XMAX

50.2mm).

FIG. 13. Mean flow field in the enclosure att50.005 s for~a! Case E-1,~b!
Case E-2, and~c! Case E-3.
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4.5, 0.047, and 0.02 m/s. Since the thickness of the acoustic
boundary layer is small compared to the enclosure height,
inner streaming structures diminish.

Figure 14 shows the variation of the normalized pressure
amplitude (Dp/Dp1) calculated at resonance with the modi-
fied acoustic Reynolds number (Rea

1/3/L). HereDp indicates
the amplitude of the pressure variation at the right wall
(Dp5pmax2pmin) and Dp158gep0 /@p(g11)#1/2, where
e5(pXMAX /L)1/2, andp0 is the initial pressure. The acous-
tic Reynolds number is defined as Rea5c0XMAX /n and L
5L/H is the dimensionless length of the enclosure. In this
figure, the dashed curve indicates the values computed based
on the correlation suggested by Alexeev and Gutfinger.17

This correlation is given for 0.05,e,0.25. The data from
the present study~symbols in the figure! are in the range of
0.03,e,0.06. The pressure amplitude predictions of the
present study compare well with the above correlation.17 The
authors17 also reported recirculating flow patterns at each
half of the tube resulting from acoustic streaming for
e50.137 andH/L50.016. In their predictions, the direction
of streaming at resonance was opposite to that at nonreso-
nance frequencies. In the present computations, we did not
observe any flow reversal for the streaming structures~hav-
ing a width of quarter-wavelength fore<0.06 and H/L
>0.036) for resonant and nonresonant conditions.

In another study Merkli and Thomann30 observed simi-
lar irregular circulations resulting from the transition to tur-
bulence in their experiments. They considered gas oscilla-
tions excited with nonresonant frequencies~the flow
properties varied sinusoidally in time! in a tube and they

reported a number of vortices nonuniformly distributed in
the tube forH/L>0.01. In this study, the critical Reynolds
number for transition was found asAc52uMAX /(nv)1/2

>400. However, for the present computations the maximum
value ofAc is 40.

Some characteristic results obtained for each case and
the forms of streaming fields are summarized in Table II. The
maximum velocity in the oscillatory flow field (uMAX), the
maximum acoustic streaming velocity, and the streaming
Reynolds number (Res5uMAX

2 /nv) are included in the table.
An observation from these results is that the relative magni-
tude of the streaming velocity with respect to the oscillatory
flow velocity (vst MAX /uMAX) is much larger for irregular
streaming conditions compared to the relative magnitude of
the streaming velocity for classical streaming.

Finally, we attempt to map the regions~defined by the
aspect ratio of the enclosure and the maximum displacement
of the wall amplitude! for which classical streaming patterns
are obtained. The symbols in Fig. 15 indicate the cases con-
sidered in terms of the enclosure aspect ratio and the normal-
ized maximum wall displacement. The dashed line indicates
the combinations of the aspect ratios and wall vibrational
amplitudes that result in the formation of the classical acous-
tic streaming flow patterns characterized by two outer
streaming vortices per half-wavelength. Based on our results,
the line defines the upper bound of the geometrical and vi-
brational amplitude conditions where the classical Rayleigh
streaming patterns form. Clearly, both the vibrational ampli-
tude and the height of the enclosure~wall-induced viscous
effects! play roles in the formation of the classical Rayleigh
streaming structures. On the right-hand side of the line, the
acoustic streaming structures appear in complex and irregu-
lar forms. The number of streaming rolls increases as the
enclosure height and the wall displacement increases.

V. CONCLUSIONS

The formation of pressure~acoustic! waves, acoustic-
viscous boundary layer interactions, and associated flows in
a rectangular enclosure are studied by solving the unsteady
compressible Navier–Stokes equations in a two-dimensional
~2-D! Cartesian coordinate system. The acoustic field in the
enclosure is created due to the harmonic vibration of the left
wall. The effects of the maximum amount of wall displace-
ment on the wave field and the formed flow structures are

FIG. 14. Normalized pressure amplitude at resonance versus dimensionless
parameter Rea

1/3/L.

FIG. 15. Map of the cases considered as a function of the normalized maxi-
mum wall displacement and the enclosure aspect ratio. The symbols~l!
indicate the cases considered in terms of the geometrical condition and the
normalized maximum wall displacement.

TABLE II. Characteristic results for the cases studied.

Case uMAX ~m/s) vst MAX ~m/s) Res Streaming structure

A 12 0.06 73 Classical
B-1 20 0.51 203 Irregular
B-2 7 0.03 24.8 Classical
C-1 25 2.1 317 Irregular
C-2 6.8 0.044 23.4 Irregular
C-3 3.6 0.008 6.6 Classical
D-1 26.5 3.17 356 Irregular
D-2 2.5 0.005 3.2 Irregular
E-1 28 4.25 397 Irregular
E-2 3 0.047 4.5 Irregular
E-3 1.3 0.02 0.86 Irregular
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determined by utilizing a highly accurate flux corrected
transport~FCT! algorithm. Observed primary oscillatory and
secondary steady flow fields demonstrate the significant ef-
fects of the wall displacement and the enclosure height. The
flow structure is strongly dependent on the pressure wave
form in the enclosure. For a given enclosure height, increas-
ing pressure amplitude induces stronger streaming motion
~largeust/uR) and greatly changes the flow structures. Up to
a certain enclosure height, the vibrational motion causes
steady streaming flows that usually appear as two streaming
rolls per half-wavelength, as reported in previous studies.
However, when the enclosure height is increased beyond this
limit, the streaming structures become irregular and com-
plex.
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Using light scattering to measure the response of individual
ultrasound contrast microbubbles subjected to pulsed ultrasound
in vitro
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Light scattering was used to measure the radial pulsations of individual ultrasound contrast
microbubbles subjected to pulsed ultrasound. Highly diluted Optison® or Sonazoid® microbubbles
were injected into either a water bath or an aqueous solution containing small quantities of xanthan
gum. Individual microbubbles were insonified by ultrasound pulses from either a commercial
diagnostic ultrasound machine or a single element transducer. The instantaneous response curves of
the microbubbles were measured. Linear and nonlinear microbubble oscillations were observed.
Good agreement was obtained by fitting a bubble dynamics model to the data. The pulse-to-pulse
evolution of individual microbubbles was investigated, the results of which suggest that the shell
can be semipermeable, and possibly weaken with subsequent pulses. There is a high potential that
light scattering can be used to optimize diagnostic ultrasound techniques, understand microbubble
evolution, and obtain specific information about shell parameters. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1795334#

PACS numbers: 43.25.Yw, 43.35.Wa@AJS# Pages: 2832–2842

I. INTRODUCTION

Gas-filled microbubbles with an encapsulating shell,
called ultrasound contrast agents~UCAs!, are used regularly
in diagnostic ultrasound, and are becoming important in
therapeutic ultrasound applications. However, there is a need
to better understand the physical interaction of ultrasound
with UCAs so that diagnostic and therapeutic techniques are
successful. Toward this goal researchers have used~acoustic!
scattering, attenuation, noise emission, and optical micros-
copy to study ultrasound/bubble interaction. In this paper we
show how light scattering can be used to measure the pulsa-
tions of an individual UCA~throughout this paper, we refer
to ultrasound contrast agents by their acronym, or by the
common terms ‘‘microbubble’’ and ‘‘encapsulated mi-
crobubble’’!.

A basic characterization of UCAs typically involves at-
tenuation ~scattering and absorption! measurements.1–5

These measurements provide information about the reso-
nance frequency of the bubbles, and their damping. Some
information about bubble populations6 can also be inferred.
However, there is no correlation between attenuation and
UCA performance or functionality.

Broadband noise has also been used to obtain informa-
tion about UCAs and their effect on the environment. Chen
et al.7 found that cavitation dose~a measure of initial cavi-
tation activity! correlated very well with hemolysis~the de-
struction of red blood cells and associated release of hemo-
globin! in vitro, suggesting that hemolysis can potentially be
used as a measure of cavitational activity. Chenet al.8 also
compared the inertial cavitation thresholds of various UCAs
by examining noise spectra, although thresholds obtained in
this way only describe relatively violent collapses, and not

less-violent microbubble fragmentation mechanisms. Porter
et al.9 showed how cavitational activity depended on pulse
parametersin vivo, suggesting that optimal imaging is ob-
tained when cavitation is reduced. As with attenuation mea-
surements, noise emissions do not necessarily correlate with
UCA performance or functionality.

A more direct approach to UCA performance character-
ization involves backscattering, especially since diagnostic
ultrasound is based on backscattered signals. A variety of
detection modalities have been used, including
subharmonic,10,11 second-harmonic,12,13 and
super-harmonic14,15 detection. In addition, various pulse
schemes have increased the signal-to-noise ratio~SNR! of
the system.16 Such modalities, however, are limited because
of a fundamental lack of understanding in the physics of
ultrasound/microbubble interaction. For example, back-
scattering signatures are often machine dependent, or con-
centration dependent.17

Recently, fundamental information about the interaction
of ultrasound with UCAs has been obtained by using high-
speed cameras. Single UCAs were insonified with pulses
from a single element transducer, and imaged with the cam-
era, providing direct information about their response.18–20

Although the image quality is high, and important informa-
tion about bubble response and bubble destruction is ob-
tained, high-speed cameras are expensive, and the amount of
data obtained is small. Usually only one, or at most a few
acoustic cycles of data can be collected, often splicing to-
gether data from multiple experiments.

In this article we show that light scattering has the po-
tential of obtaining significant information about the funda-
mental interaction of ultrasound with UCAs. Light scattering
has previously been used to size air bubbles21,22 and to mea-
sure unshelled bubble oscillations.23–25For our application, it
offers several advantages~and some disadvantages! over im-a!Electronic mail: matula@apl.washington.edu
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aging and acoustic techniques. Compared to high-speed op-
tical imaging, the major advantage is in data collection.

Light scattering signals can be collected in real time,
over tens, hundreds, and even thousands of acoustic pulses,
allowing us to monitor the evolution of UCAs with succes-
sive acoustic pulses. It is also inexpensive, and can be incor-
porated easily into an experimental setup. The major disad-
vantage to high-speed imaging is that light scattering cannot
give directvisual information regarding UCA dynamics and
destruction.

The major advantage over acoustic scattering is in moni-
toring the instantaneous motion of a microbubble. The dis-
advantage is a low signal/noise compared to the highly
echogenic bubble.

We begin with a description of light scattering from
coated bubbles, where we show that for thin coatings, the
scattered light intensity is minimally affected. We then ex-
plore a contrast agent parameter space using a published
bubble dynamics model that incorporates shell parameters, in
order to show that unique solutions can be obtained for fit-
ting to the data. It is not our intent in this paper to determine
whether or not the model is thecorrect model, or theonly
model that can, or should be used. Rather, by fitting the
model to the data, we show that light scattering can be used
to obtain information from encapsulated microbubbles, with
a potential for understanding microbubble evolution, opti-
mizing bubble-specific diagnostic ultrasound modalities, and
obtaining shell parameters. Experimental details for collect-
ing light scattering data from individual UCAs are then de-
scribed, and several results for Optison® and Sonozoid® mi-
crobubbles are shown.

II. THEORY

A. Light scattering

We begin with a brief discussion on the Mie theory of
light scattering from homogeneous spheres~bubbles in our
case! in a homogeneous environment. Because the math-
ematics is cumbersome, it is not described here. Interested
readers can refer to the references for details.26,27 Modifica-
tions of Mie scattering for a coated sphere~such as contrast
agents! were developed by Aden and Kerker28 and applied to
coated bubbles by Marston.29,30 Our implementation of the
model for a coated sphere is based on the mathematics in the
book by Bohren and Huffman.27

In essence, the intensity of scattered light depends
strongly on the observation angle. Marston31,32 recom-
mended that for an air bubble in water, the observation angle
be near the critical angleuc'82.8° from forward
scattering.23 The recommendation was based on a physical-
optics approximation, which suggested that the scattered
light intensity would be a monotonic function of bubble size,
with a nearlyR2 dependence.33 The approximation appar-
ently breaks down near a minimum size parameter ofka
525.21 In our experiments,ka'10, wherek is the optical
wave number anda is the bubble radius; nevertheless, we
also choose the scattering region near the critical angle. This
scattering region isa posteriori justified by the calculations
below. It will be shown that the scattered light intensity re-

mains a monotonic function of bubble size, even for UCAs.
However, theR2 dependence does not hold for these small
bubbles, so the full Mie scattering algorithm is used.

The critical angle apparently is also a function of the
optical properties of the shell and its thickness. Marston
showed that for thin bubble coatings, the net effect of the
coating is to shift the course structure of the interference
fringes.29,30 In particular, the coating shifts the critical angle
by an approximate amountD52h/a@(nw

2 21)21/22(ns
2

21)21/2# ~in radians!, where the coating thickness-to-radius
ratio is h/a, andns andnw51.33 are the indices of refrac-
tion for the shell and water, respectively.

By calculating the shift in the critical angle, we can es-
timate the sensitivity to scattering angle: The refractive indi-
ces of lipids and albumin arens51.4834 andns51.50,35 re-
spectively. For a shell thickness of 10 nm~presumably about
the thickness of Optison®!, and for a 1mm radius bubble, the
shift in the critical angle is quite small, approximately 0.25°.
Therefore, because of the relative insensitivity of the coating
on the critical angle~and presumably also on the course
structure of the interference fringes!, one can argue that in-
cluding a coating in the calculations is not necessary. One
can also argue that becausel(5633 nm)@h, thin shells
should not have a particularly strong effect on the scattered
intensity. As an example, Fig. 1~a! shows the relative scat-
tered intensity as a function of scattering angle for two dif-

FIG. 1. Light scattering calculations for the electric field polarized perpen-
dicular to the scattering plane.~a! Relative scattered light intensity as a
function of scattering angle for a shelled~dashed line! and unshelled~solid
line! gas bubble. The shell thicknesse515 nm and index of refractionn
51.5. ~b! The relative scattering intensity as a function of bubble radius at
80° with a 610° aperture. Fore,30 nm, there is little difference between
the shelled and unshelled case.
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ferent sized bubbles, with, or without a 15 nm albumin coat-
ing. Near the critical angle it is difficult to distinguish
between the coated and uncoated bubble, as expected~all
calculations in this paper were performed using MATLAB
software!.

The more important calculation is to fix the angle and
calculate the relative intensity as a function of bubble size, a
natural experimental configuration. However, one must also
take into account that the detector collects light from a finite
angular distribution, not just at a single angle. Our experi-
mental procedure in particular, makes use of a collecting lens
to increase the light intensity onto the detector~and also
helps smooth out the fine structure in the scattered intensity!.
This angular span ranges from approximately 70° to 90°. In
Fig. 1~b! we show the relative integrated intensity over this
span, as a function of bubble size. There is little to no devia-
tion from the uncoated bubble for coating thicknesses of less
than 30 nm. Therefore, we can neglect the coating to sim-
plify the calculations. Also, as expected, there is a monotonic
relationship between bubble size and scattered light intensity,
a posteriorijustification for scattering near the critical angle.
Because of this relationship, it is straightforward to convert
the light scattered intensity into a radius.

One final note: Our experiments utilized a red HeNe
laser source~l5633 nm!. One might expect that a thin coat-
ing might be better resolvable using a shorter wavelength
source. Unfortunately, even for wavelengths on the order of
488 nm ~blue light!, the distinction is too small to observe
for the thin coatings we have explored.

B. Bubble dynamics

Dynamic modeling of UCA bubbles is an important as-
pect to this study. Comparisons with experimental results
will be performed, so it is important that we consider bubble
dynamics models that incorporate shell properties. There are
several approaches for modeling a coated bubble.Ad hoc
extensions to simple Rayleigh–Plesset models were first in-
troduced by de Jong and Hoff using a linear model.1,36 Later,
Church modeled the shell as a continuous, damped, elastic
solid.37 His results agree with de Jong and Hoff for the scat-
tering and attenuation of Albunex microbubbles. Thin-shell
assumptions to this model were incorporated by Hoffet al.38

A newer Newtonian interface model has also recently been
published,39 while even more models are currently under de-
velopment.

The choice of which bubble dynamics model we use is
not based on the relative accuracy of any particular model.
We are working with thin-shelled agents, and thus thin-shell
approximations are appropriate. However, we wish to verify
the ability of this technique to measure encapsulated mi-
crobubble dynamics. To do so, we have chosen a simplified
model that has previously been used in comparisons with
high-speed camera images of encapsulated microbubble dy-
namics, the Morganet al. model.40 The major advantage to
us is that it has a reduced set of fitting parameters. In the
future, a refinement of this technique may be useful in dis-
tinguishing the accuracy of various models.

The implementation of Morganet al. is
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Ṙ

c D 2
4mṘ
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whereR is radius of the bubble,R0 is initial radius of the
bubble,P051.013105 Pa is the ambient pressure,Pdrive(t)
is the acoustic driving pressure,r51000 kg/m3 is the liquid
density,g'1 is the ratio of specific heats,41 c51500 m/s is
the sound speed in the liquid,s50.051 N/m2 is the surface
tension coefficient,x50 ~see below! is the shell elasticity,
m50.001 Pa s is fluid shear viscosity,msh is the UCA shell
shear viscosity, ande is the UCA shell thickness.

Using Eq. ~1!, we examined the relevant parameter
space to determine the relationship between the various pa-
rameters. This was done in order to determine if a fit to the
data would be unique. For UCAs, this parameter space cov-
ers 0.1<R0<6 mm, 0<emsh<8 nm Pa s, and 0.0235
<Pdrive(t)<1.2 MPa ~peak negative!, relevant for thin-
shelled agents. Because we are assuming isothermal behav-
ior, the elasticity terms cancel. We have also assumed that
R@e ~Morganet al. also made this assumption! so that the
only term with shell parameters is given by 12emshṘ/R2.
Hence, when referring to the shell parameter, we refer to the
productemsh. Note that there are initially three unknowns:
R0 , Pdrive(t), and the productemsh.

Now let us focus on the driving pressurePdrive(t). Using
a calibrated needle hydrophone~NTR, Seattle, WA!, we were
able to use the measured acoustic driving pressure as an in-
put to the bubble dynamics model, thereby decreasing the
unknowns by one. Most of the data described here was ob-
tained from the M mode of a diagnostic ultrasound system
~ATL Ultramark 4Plus!, and so the parameter space we ex-
plored later in Fig. 3 is based on this pressure profile, shown
in Fig. 2~a!. We will also show preliminary measurements
using longer tone bursts from a single element focused ultra-
sound source. The measured waveform from that source is
shown in Fig. 2~b!. For brevity, the parameter space for that
source is not shown.

We are now set to examine the parameter space for the
unknown parametersR0 andemsh, using the measured driv-
ing pressure~we emphasize that examining this parameter
space is necessary in order to ensure that the fits will be
unique!. Figure 3~a! shows a simulation for microbubbles
with a varying shell parameter, for an initial bubble size of
R051 mm radius, andPdrive(t)5235 kPa peak negative
pressure. Figure 3~b! shows a waterfall plot of the simulated
response curveR(t) for various initial bubble sizes and a
fixed shell parameter~same drive amplitude!. The resonant
bubble size is darkened. Figure 3~c! plots a simulation con-
tour map of (Rmax2R0) vs R0 and emsh ~same drive ampli-
tude!. Finally, Fig. 3~d! shows the peak in the power spectral
density~the main frequency component! of the simulation in
~a!.

These figures deserve a few comments. First, the reso-
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nant bubble size can be seen in~b!, where the curves appear
to bunch together. As expected, the response curveR(t) has
significant fluctuations near resonance. In~c!, the resonant
bubble size is seen to grow with increasing shell parameter,
from about 1.3mm to 2.1mm. This is also expected behav-
ior, consistent with the~thin! shell behaving as a damping

mechanism. That is, an increase in damping results in a de-
crease in resonant frequency, or, equivalently, an increase in
resonant size. Also,~c! shows that near resonance there is a
strong dependence on the shell parameter~as one moves
from contour to contour!. However, for bubbles larger than
about 3mm, the dependence is weak at best~vertical contour
lines!. Thus, for larger UCAs, this model would not be useful
for fitting shell parameters to the data.

Notice also that the maximum amplitudes of the two
main peaks in Fig. 3~a! change relative to each other as the
shell parameter increases. The first peak, initially smaller
than the second peak, becomes the largest peak foremsh

.0.4 nm Pa s. This is most probably a consequence of the
specific pressure pulse used. That is, our pressure pulse has
apparently two resonant peaks, near 2.3 and 3.2 MHz@see
the inset to Fig. 2~a!#. Because the resonance size depends on
the shell parameter, as the shell parameter increases it is
possible that first one, and then the other of these resonances
are being manifest, resulting in a change in the bubble re-
sponse.

The power spectral density~PSD! of ~a! is shown in~d!.
The peak in the PSD decreases with increasing shell param-
eter, but levels off quickly. It would be difficult to distinguish
between two bubbles with different shell parameters for
emsh.3 nm Pa s using only the PSD; however, the PSD
might be used to determine when the shell breaks.

The PSD is the frequency response of the system driven
by the measured pressure pulse, and thus includes the spec-
tral characteristics of the driving pulse. It is nevertheless in-
structive to compare it to the bubble’s resonance frequency,
obtained from linearizing the equation of motion, settingR
→R0(11e), expanding relevant terms in a binomial expan-
sion, and neglecting second-order and higher terms. We then
arrive at the frequency of oscillation,

f r5
1

2p
A 3g

rR0
2 S P01

2s

R0
1

2x

R0
D2

2s16x

rR0
3

2
~4m112emsh/R0!2

r2R0
4

. ~2!

Using the parameters above (R051 mm, g51!, and consid-
ering the undamped case (emsh5m50), the linear reso-
nance frequency isf r'3.5 MHz.

The frequency of oscillation, Eq.~2!, does not follow the
PSD curve~because the PSD includes the driving pulse spec-
tral characteristics!. Instead, it drops quickly to zero near
emsh51.6 nm Pa s~for a 1 mm bubble!. Apparently, this im-
plies that smaller bubbles are overdamped and do not
resonate.42

Until now, the discussion has been limited to resonances
and the relationship with a particular pressure pulse. How-
ever, the most important reason for mapping the parameter
space is to determine if a solution is unique, because as men-
tioned above, there are two unknown parameters to be fitted,
namelyR0 andemsh. To help answer this question, we focus
on Fig. 3~c!, the contours of (Rmax2R0) vs R0 and emsh.

Keep in mind that we have measured the pressure amplitude,
which constrains us in the amplitude ofR(t).

If R0.3 mm, the quantity (Rmax2R0) is not as sensitive
to the shell parameter, making unique fits difficult. Fortu-
nately, with UCAs, the majority of bubbles are in the size
range from aboutR05122.5mm. In this range, the contours
show sensitive dependences. Consider the darkened contour
line. If we initially set emsh52 nm Pa s, there will be two
possible solutions forR0 that would give us the same
(Rmax2R0) value, near 1 and 2.4mm. However,Rmax by
itself is different for these two values. For example, if we
choseR051 mm, thenRmax51.6mm, and if R0'2.4mm,
thenRmax'3.0mm. Our data would constrain us to only one
of these values. In Sec. IV, we will discuss the sensitivity of
these parameters.

In conclusion, although we have a two-parameter fit, the

FIG. 2. ~a! Measured pulse from an Ultramark 4Plus operated in the M
mode. Inset: Power spectral density~PSD!. ~b! Measured ten-cycle burst
from a single element transducer.
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data constrains our solutions. In this model, the shell param-
eter is not important for larger bubbles, but for microbubbles
of interest, it is a sensitive parameter; thus, unique fitting to
the data should be possible.

III. EXPERIMENTAL SETUP

The experiment is performed by~1! the injection of in-
dividual microbubbles into the region of interest,~2! insoni-
fying the microbubble with ultrasound, and~3! scattering
light off the microbubble. This arrangement is shown in Fig.
4~a!.

The region of interest is the small volume of liquid
where the ultrasound and laser illumination intersect with
microbubble location. For most studies, the liquid was fil-
tered~,0.2 mm! deionized~.18 MV! water. The gas con-
centration was not measured; however, based on previous
similar studies it was approximately 90%–95% saturated.

A. UCA injection

Two methods were used to inject UCAs into the region
of interest. Most often, a highly diluted UCA solution~cal-
culated to be on the order of 105/ml) was injected into a
rectangular water tank~3.5 cm2 cross section, filled to 4 cm
height! by a syringe pump~rate510 ml/h! with a 0.5 mm
inner-diameter tube. The ejection of the microbubble was

approximately one-half cm from the laser beam path. Based
on the numbers given above, one would anticipate that sub-
sequent bubbles would generate a scattering ‘‘event’’ every 3
ms. However, the actual number of events was much smaller
~approximately one event over several seconds!. The most
probable reasons for this are due to UCA congregation
within the syringe, and at curves in the tubing, especially
where the tubing goes up and over a lip, as is the case in our
setup. Also, bubbles ejected from the tip may move away
from the laser beam, and not into it.

To verify that the measured response curves were for
single microbubbles, we sometimes injected the UCAs
manually into the water-filled vessel that contained a small
amount of a water soluble gum, xanthan gum. The xanthan
gum increased the viscosity of the liquid slightly, so that
after injection the microbubble came to rest and remained
relatively stationary. We could then image the microbubble
with a back-lit LED, microscope, and CCD camera to verify
that it was indeed a single bubble. The vessel would then be
moved into position so that the bubble was at the center of
the laser beam/ultrasound probe focus. We will show below
that there was no major difference in measurements between
experiments conducted in water or xanthan gum mixtures,
except that the added xanthan gum yielded higher noise lev-
els.

The gel preparation is based on that used by McCormick

FIG. 3. Parameter space simulations based on the Ultramark 4Plus pulse@from Fig. 2~a!#. ~a! R(t) curves as a function of shell parameteremsh @R0

51 mm, Pdrive(t)5235 kPa, peak negative#. The particular form of this plot depends strongly onR0 . ~b! R(t) plot versusR0 for emsh52 nm Pa s. The
resonant radius is darkened.~c! Contour plot of (Rmax2R0). Contour values begin at the leftmost side at 0.028mm, and progress in 0.026mm increments up
to 1.313mm. For larger bubbles, (Rmax2R0) is not affected by the shell parameter. The resonant radius increases with shell parameter. A particular contour is
darkened to facilitate discussion in the text.~d! A plot of the main peak in the power spectral density of~a!. There is only a small change in the shell parameter
for emsh.3.
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for his Masters project,43 with some modifications. The
recipe used in this research consists of 2.6 grams BT food
grade Xanthan Gum powder~from CP Kelco!, 12 g glycol
~from Aldrich!, and 600 g water. The water is initially
slightly degassed. The powder and glycol are mixed and
poured into a beaker. The water is then poured into the bea-
ker very slowly over a stick to minimize the trapping of
bubbles. The mixture is stirred slowly for up to an hour using
a magnetic stir bar to make it homogeneous. The gel is fi-
nally poured slowly into the experiment vessel. Because of
the possible contamination and bacterial growth, a new gel is
made prior to each experiment. Parenthetically, in other re-
search, we sometimes use a more viscous gel preparation.
Removing trapped bubbles becomes much more difficult,
and requires centrifuging the solution for up to 3 h.

One final note about xanthan gum gel: It is a non-
Newtonian fluid, and thus there is some uncertainty as to its
effect on microbubble pulsation. Because of the ubiquitous
use of xanthan gum in the food industry, there is a high
quantity of data regarding its properties. The properties,
however, are measured at low frequencies~,10 kHz!. At
low concentrations and at high frequencies~in the MHz
range!, the properties may be similar to water.44

B. Laser system

Some details in the laser system in Fig. 4~a! were not
shown in order to keep the figure from being cluttered. In
particular, we used a 30 mW HeNe laser~Melles Griot! to
illuminate the microbubbles. With a lens, the beam waist at
the microbubble location was focused to less than 100mm
~some scattering occurs through the plastic water tank and
through the water, so that it is impossible to accurately mea-
sure the beam waist!. The light scattered off the bubble was
then focused with a 5 cmlens onto a photomultiplier tube
~PMT! detector~Hamamatsu, model 2027!. The main pur-
pose for the collecting lens was to increase the signal/noise
~covering the angles 70°–90°!. The PMT was biased at
21000 V. A HeNe line filter was placed against the PMT
cathode window to block other sources of light. The output
of the PMT was sent directly to a high-speed digital oscillo-
scope~LeCroy!, and then to a PC for post-processing.

Data collection was performed in sequence mode, where
high-resolution data files can be collected each and every
pulse. The total data collected is limited by the available
memory in the oscilloscope. For these experiments we col-
lected data sequence records of 40 consecutive acoustic
pulses before transferring the file to a PC@diagrammed in
Fig. 4~b!#. Each segment consisted of a 5ms long window
with a resolution of 4 ns. The segments were separated by
about 1 ms~triggered by the source transducer!. Appropriate
delays in triggering were used to ensure that the bubble re-
sponse was centered in the segment window.

C. Ultrasound probes

Two transducers were used as sources in this research.
The first was a diagnostic ultrasound instrument~Ultramark
4Plus! operated in the M mode at about 1 kHz PRF. A NTR
calibrated needle hydrophone monitored the acoustic pres-
sure. Figure 2~a! shows an example of the pulse from the
Ultramark 4Plus. The response of microbubbles to this pulse
is described in the theory section.

In actual experiments, the hydrophone was placed at an
angle relative to the pulse. Thus, we had to measure the
relative angle between the transducer and hydrophone, and
then set up a separate water tank to determine the hydro-
phone response as a function of angle to the ultrasound
probe. This multiplicative factor was then used in all subse-
quent data analyses.

In experiments using the single element transducer~Ul-
tran Labs, Boalsburg, PA!, the transducer was inserted
through the bottom of the vessel, and the hydrophone was
positioned directly above it, so that the angle problem de-
scribed above was not an issue~the diagram for this setup is
not illustrated!. For this configuration, relevant transducer
parameters are center frequencyf 51.8 MHz, focal
length563 mm,26 dB bandwidth5500 kHz, 2.5 cm active
area, 10 cycle bursts, 10 kHz pulse repetition frequency
~PRF!.

IV. RESULTS AND DISCUSSION

In the following figures, we show data and model fits for
Optison® and Sonazoid®, in water and diluted aqueous xan-

FIG. 4. ~a! Experimental setup. The items with dashed lines represent the
imaging system; the items with dark lines represent the light-scattering sys-
tem ~E-field polarized perpendicular to the scattering plane!. The UCAs can
be injected with a syringe pump, or manually. The Ultramark4 Plus probe is
inserted from the top; the single element transducer is inserted through the
bottom ~not shown!. ~b! Data is collected from the scope using sequence
acquisition, whereby 5ms intervals are collected during each pulse, but not
during the'1 ms quiescent period between pulses.
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than gum gel. There are two important points to note. First,
the light scattering model and data both produce an intensity
versus timeI (t) that must be converted into a radius versus
time R(t). For the experimental data, the scattered intensity
is found by subtracting the background intensity from the
total intensity. The model generates a relative value, so a
multiplicative scaling factor must be found to match the
model to the data. Once the scaling factor is found, it is
unchanged for all subsequent experiments. We can then use
Fig. 1~b! to convert the relative intensity to a radius.

The second point to note is that we had to perform best-
fit studies in order to constrain the two unknowns (R0 and
emsh). As described in Sec. II, our search was facilitated by
knowing what range of values are expected forR0 andemsh.
Within this range, we found that a deviation of65% in R0

would generate good fits. In addition, we found that the shell
parameter values published in the literature would give good
fits.40 Therefore, for these studies we set the initial shell pa-
rameter for Optison® to emsh56.0 nm Pa s, and for
Sonazoid® emsh52.0 nm Pa s. Deviations of up to about61
nm Pa s would also generate good fits.

A. Response curves from relatively stable bubbles

We often found that UCA oscillations from pulse to
pulse were relatively regular, so we grouped~averaged! sev-
eral pulses together to improve our SNR. In the next series of
figures, we examine individual groups, and call the bubbles
‘‘relatively’’ stable, realizing that small changes can be oc-
curring within a group.

1. Ultramark 4Plus

A response curve from an Optison® UCA to the Ultra-
mark 4Plus pulse is shown in Fig. 5~a!. Ten consecutive
pulses ~segments! were averaged together to increase the
signal/noise ratio. The measured peak negative pressure and
fitted initial bubble radius are 210 kPa and 1.47mm, respec-
tively. For these parameters, the data and simulations exhibit
quasilinear motion. For this, and other data, very good agree-
ment with the major oscillations is obtained. The smaller
ring-down oscillations are more difficult to fit because of the
lower signal strength.

Although the model we have employed is not the most
accurate model to use for encapsulated microbubbles, the
overall good fit to the data suggests that we are indeed mea-
suring the pulsations of individual encapsulated mi-
crobubbles. Nevertheless, we felt that these~and our other!
data did not necessarily prove that light scattering was being
performed onsingle bubbles, and/or that the bubbles were
shelled. Therefore, we repeated the experiments in the di-
luted aqueous gel mixture. As described above, the diluted
gel mixture allowed us to manually inject UCA bubbles into
the region of interest. We could then examine the UCAs
under a microscope to ensure that the agents were individual
microbubbles~although the resolution was not high enough
to make size measurements!. The UCAs would not move out
of the region of interest over several minutes, a demonstra-
tion that the bubbles were shelled and stable. As can be seen
in Fig. 5~b!, apparently the diluted gel did not affect the
dynamics adversely, for the fit is remarkably good~we as-

sumed parameters for water!. The measured peak negative
pressure and fitted initial bubble radiusR0 are 340 kPa and
1.5 mm, respectively. As with the previous data, these
bubbles also exhibit nearly linear oscillations. In the next
series of data, and later, we will show cases of nonlinear
behavior.

2. Single element transducer

Sample response curves from the single element trans-
ducer are shown in Figs. 6 and 7. These experiments were
performed both in water and aqueous xanthan gum gel mix-
tures. In Fig. 6,~Optison®! we averaged 37 and 40 pulses,
respectively; in Fig. 7~Sonazoid®! there are 5 and 40 pulses
averaged, respectively. The measured peak negative pres-
sures and fitted ambient bubble sizes are summarized in
Table I. The relative poor signal/noise in Fig. 6~a! may be
due to the bubble not being in the center of the laser beam.
Nonlinear bubble oscillations were especially present in
Figs. 6~b! and 7~b!, presumably due to the increased pressure
amplitudes.

Although these longer tone bursts are not very relevant
to imaging applications~which utilize short diagnostic
pulses!, variable pulse lengths can be used to explore issues
such as shell fatigue and microbubble stability.

The fitted ambient sizes~from Table I! are consistent
with known UCA bubble sizes. From Figs. 5–7, we can con-
clude that the good fit of the model to the experimental data,
both in water and diluted gel, is evidence that light scattering
can be highly successful at measuring individual UCA dy-
namics. Apparently, these results are the first that show how
UCAs respond from actual diagnostic ultrasound pulses. We
believe that this technique may also be very useful with UCA

FIG. 5. Optison® response to a diagnostic ultrasound pulse in~a! water and
~b! diluted aqueous~xanthan gum! gel. Ten consecutive pulses were aver-
aged together to generate the figure. The experimental results are solid lines,
and the simulated results are dashed lines. Relevant parameters are given in
the text and Table I.
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clusters, not just individual bubbles. We will describe such
measurements in a future publication.

B. Response curves from evolving bubbles

One of the strengths of light scattering is in its ability to
make high temporal resolution measurements over long time
scales. In this section we describe observations that show the
evolution of UCA microbubbles subjected to consecutive
pulses from the Ultramark 4Plus. For slowly evolving mi-
crobubbles, we combined the data in groups of ten~as we did
in averaging!. For quickly evolving microbubbles, we exam-
ined the data from each individual pulse.

When fitting these data to the model, there is always the
question of which parameter to change in order to obtain a
good fit. We have a choice between the two unknowns:R0 ,
and the productemsh. Because the shell may be compro-
mised~e.g., from dislodging, or crumpling, or via changes in
permeability! we must be able to vary the shell parameter.

1. Slowly evolving agents

To follow the slow evolution of UCAs, our pressure am-
plitude was approximately 130 kPa. This pressure amplitude

is lower than the fragmentation thresholds found in the
literature.8,45 Those studies, however, were looking at rela-
tively fast destruction mechanisms, not slow decay mecha-
nisms. A more relevant comparison may be with the experi-
ment from Moranet al.,46 which shows the slow decay of
backscatter signals for UCAs subjected to clinical ultra-
sound.

Figure 8 shows an example of the slow evolution of a
Sonazoid microbubble in water, collected in three successive
groups of ten pulses. What is interesting about this figure is
that a good fit was obtained without having to change the
shell parameter; it was kept constant at 2.0 nm Pa s. How-
ever, we did have to increaseR0 between groups~from 1.2 to
1.9 mm; see Table II!. That is, the Sonazoid microbubble
appears to be growing with successive pulses. We did not
observe this slow growth phenomenon with Optison.

Two physical interpretations can be made: The lipid
shell may have been partially compromised before the ex-
periment began. Although possible, we have often observed
this trend in other data. Alternatively, during expansion or
compression, the lipid shell may become semipermeable. If
we assume that the bubble is filled initially with perfluorobu-

FIG. 7. The response of a Sonazoid® bubble subjected to a ten-cycle tone
burst from a single element transducer in~a! water and~b! diluted aqueous
~xanthan gum! gel. The experimental results are solid lines, and the simu-
lated results are dashed lines. Relevant parameters are given in the text and
Table I.

FIG. 6. The response of an Optison® bubble subjected to a ten-cycle tone
burst from a single element transducer in~a! water and~b! diluted aqueous
~xanthan gum! gel. The experimental results are solid lines, and the simu-
lated results are dashed lines. Relevant parameters are given in the text and
Table I.

TABLE I. Response curve parameters.Ppeak
2 is the measured peak negative pressure,emsh is the assumed shell

parameter,R0 is the fitted ambient radius, andRmax is the resultant maximum radius.

Figure Agent
emsh

~nm Pa s! Media Source
Ppeak

2

~kPa!
R0

~mm!
Rmax

~mm! Rmax/R0

Fig. 5~a! Optison® 6 Water UM41a 210 1.47 1.71 1.2
Fig. 5~b! Optison® 6 Gel UM41a 340 1.50 1.93 1.3
Fig. 6~a! Optison® 6 Water SETb 70 1.27 1.4 1.1
Fig. 6~b! Optison® 6 Gel SETb 100 1.48 1.8 1.2
Fig. 7~a! Sonazoid® 2 Water SETb 130 1.4 2.1 1.5
Fig. 7~b! Sonazoid® 2 Gel SETb 190 1.1 2.0 1.8

aUltramark 4Plus.
bSingle element transducer.
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tane ~PFB! and the water contains air; then because of the
higher diffusivity of air, diffusion of air into the bubble will
occur at a faster rate than diffusion of PFB out of the bubble.
Thus, at least initially, the bubble can grow. Again, we em-
phasize that these three plots are successive segments in one
sequence of data. At about 1 ms between segments~equal to
the burst PRF!, the total experiment time is about 30 ms. A
summary of the parameters for this figure is given in Table
II.

These results are different than the experimental results
of Chomaset al., in which their well-performed optical ex-
periments showed that the bubble dissolves after each pulse,
a trend they termed ‘‘acoustically-driven diffusion.47’’ How-
ever, it should be noted that their experiment used about
twice the pressure amplitude. We speculate that at those
higher pressures, gas may be forced through the shell during
compression.

2. Quickly evolving agents
For this study, we increased the pressure amplitude to

340 kPa for Optison® and 390 kPa for Sonazoid®. Moran

et al. found the decay rate of the backscattered signal for
Optison® increased at these higher pressures; Sonazoid® also
showed a decay, although at a slower rate.46 In addition,
Chen’s data shows that these pressures are above the frag-
mentation threshold.8

Figure 9 shows examples of Optison® response curves
to individual ~nonaveraged! pressure pulses from the Ultra-
mark 4Plus in the diluted aqueous gel. In~a! to ~c!, the mi-
crobubble response comes from consecutive pulses. A single
pulse is skipped, and then~d! is shown. In terms of pulses,
we are showing the dynamical response from pulses 1, 2, 3,
and 5.

There appears to be a second series of oscillations de-
veloping in~b!–~d!. These signals may be due to the arrival
of a second microbubble. We focus on the first major signal.
In Fig. 9~a!, the model represents the data rather well. The fit
is for a 1.5mm radius bubble with a shell parameter of 6.0
nm Pa s. In Fig. 9~b!, the fit is still acceptable, however, there
are large amplitude ‘‘spikes’’ in the dataset. We often observe
these spikes immediately before, or during microbubble de-
struction. They may be related to caustics from a crumpling
of the shell ~shell crumpling has been previously
observed18!. In ~c! and ~d! the model must be adjusted by
decreasing the shell parameter~keeping the radius fixed!.
That is, the shell of this microbubble appears to be compro-
mised. The parameters for this dataset are summarized in
Table III.

We show in Fig. 10 another experiment, in this case a
Sonazoid® bubble in water is undergoing an evolution during
consecutive pulses~one pulse is not shown between the last
two pulses!. In ~a! through~d!, the shell parameter is fixed,
but the ambient bubble radius must be increased from 0.8 to
1.2 mm to maintain a good fit. As with Fig. 8, the Sonazoid®

bubble appears to absorb air from its surroundings before the
shell is broken. By pulse #5, the shell is compromised. Also

FIG. 8. The evolution of a Sonazoid® microbubble in water. For each sub-
plot, the shell parameter was kept constant atemsh52.0 nm Pa s.~a! Aver-
age of consecutive pulses 1–10.~b! Average of consecutive pulses 11–20.
~c! Average of consecutive pulses 21–30. Good fits were obtained provided
that R0 was increased from 1.2→1.5→1.9 mm, respectively. The spectra of
these curves are shown in Fig. 11.

TABLE II. Response curve parameters for evolving Sonazoid® microbubble
in water.emsh is the assumed shell parameter,Ppeak

2 is the measured peak
negative pressure,R0 is the fitted ambient radius, andRmax is the resultant
maximum radius.

Figure
emsh

~nm Pa s!
Ppeak

2

~kPa!
R0

~mm!
Rmax

~mm! Rmax/R0

Fig. 8~a! 2 130 1.20 1.58 1.32
Fig. 8~b! 2 130 1.50 1.96 1.31
Fig. 8~c! 2 130 1.90 2.39 1.26

FIG. 9. The evolution of an Optison bubble manually injected into a diluted
aqueous xanthan gum mixture. Plots~a!–~d! correspond to a bubble’s re-
sponse to pulses 1, 2, 3, and 5, respectively.R051.5mm for all plots. ~a!
Response curve from the first pulse.~b! We used the same parameters as in
~a!, but note the large spikes. We often observed spikes during bubble de-
struction.~c! The shell parameter was reduced in order to obtain a relatively
good fit.~d! Even with a shell parameter at 0, a good fit is difficult to obtain.
Also note the additional signal growing with each pulse near 2.7ms. This
signal may be due to a second bubble entering the region.
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note the apparent nonlinearity of the bubble motion. The
parameters for this data set are summarized in Table IV.

To conclude this section, we find that at these modest
pressures, Sonazoid® microbubbles appear to have a semi-
permeable shell when insonified, allowing air to be absorbed,
and causing the bubble to grow. In future experiments we
plan to adjust the air concentration in the water to better
resolve this issue. Both Optison® and Sonazoid® appear to
show compromises in the shell after two or more pulses. We
emphasize that these results are examples involving indi-
vidual microbubbles; it would be necessary to examine many
such cases before a conclusion could be drawn as to the
‘‘average’’ response of a particular microbubble.

C. Spectral analysis

Light scattering data may also be suited to fast analysis
by examining the spectrum of the signals. Toward this even-
tual goal, we examined the power spectral density~PSD! of
theR(t) curves in this paper. We show in Fig. 11 an example

of the normalized power spectral densities~PSD! from Fig.
8. There are significant fundamental peaks in the PSDs, re-
lated to the~real! resonance frequency of the system. Fur-
thermore, we often observe apparent subharmonic and har-
monic components. A more thorough analysis of these
signals may eventually lead to better information about the
response curves, orR(t) that could be used to optimize the
agents for imaging and therapy.

V. CONCLUSIONS

We evaluated the feasibility of using light scattering to
measure the radial pulsations of individual ultrasound con-
trast microbubbles~Optison® or Sonazoid®! subjected to
pulsed ultrasound. Experiments performed in a highly di-
luted xanthan gum mixture were used to verify that indi-
vidual encapsulated microbubbles could be investigated. The
evolution of individual contrast microbubbles was observed
over several consecutive acoustic pulses, suggesting that
shell permeablization and/or shell fatigue are important con-
sequences in the evolution of microbubbles. We believe that
light scattering can be used to better understand the physical
interaction between ultrasound pulses and contrast agents,
and eventually be used to evaluate shell parameters and ex-
plore shell fatigue, leading to better agent design.

FIG. 11. Power spectral densities~PSDs! from light scattering data. The
letters correspond to the subplots in Fig. 8.

TABLE IV. Response curve parameters for evolving Sonazoid® mi-
crobubble in water.Ppeak

2 is the measured peak negative pressure,emsh is the
fitted shell parameter,R0 is the fitted ambient radius, andRmax is the result-
ant maximum radius.

Figure
Ppeak

2

~kPa!
emsh

~nm Pa s!
R0

~mm!
Rmax

~mm! Rmax/R0

Fig. 10~a! 390 2 0.80 1.74 2.18
Fig. 10~b! 390 2 0.90 1.99 2.21
Fig. 10~c! 390 2 1.00 2.19 2.19
Fig. 10~d! 390 2 1.10 2.38 2.16
Fig. 10~e! 390 1 1.15 2.77 2.41
Fig. 10~f! 390 0 1.25 3.42 2.74

TABLE III. Response curve parameters for evolving Optison® microbubble
in an aqueous xanthan gum mixture.Ppeak

2 is the measured peak negative
pressure,emsh is the fitted shell parameter,R0 is the fitted ambient radius,
andRmax is the resultant maximum radius.

Figure
Ppeak

2

~kPa!
emsh

~nm Pa s!
R0

~mm!
Rmax

~mm! Rmax/R0

Fig. 9~a! 340 6 1.50 1.93 1.29
Fig. 9~b! 340 6 1.50 1.93 1.29
Fig. 9~c! 340 1.5 1.50 2.33 1.55
Fig. 9~d! 340 0 1.50 2.61 1.68

FIG. 10. An example of a Sonazoid bubble’s destruction. The six subplots
are the Sonazoid bubble’s response to consecutive pulses@there is one plot
omitted between~e! and~f!#. In ~a!–~d!, the bubble is modeled with anR0 of
0.8, 0.9, 1.0, and 1.1mm, and shell parameteremsh52.0 nm Pa s. That is,
the Sonazoid bubble is increasing its ambient size, apparently after each
pulse. Similar results are seen in Fig. 8. In~e!, a better fit is obtained by
reducing the shell parameter toemsh51.0 nm Pa s. In~f!, we have removed
the shell parameter in order to get a good fit to the first portion of the bubble
growth; however, the rest of the oscillations do not fit as well.
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Noise barriers are commonly used to protect communities from transportation noise. In the present
study, three types of barriers, modeled as half planes, have been tested in the laboratory: a
conventional rigid barrier with a straight top edge, a straight top edge barrier covered with sound
absorbing material, and a rigid barrier with a jagged top edge. Measurements were taken not just
behind the barriers, but around them on a plane perpendicular to their top edge. Measured signals
were compared against theoretical predictions contributing to further validation of a theoretical
model. The sound absorbing material was found to affect the diffracted field more in the front of the
barrier than behind it. The diffracted field in front of a jagged edge barrier, similar to the field behind
it, was found to depend on the geometry of the edge in the area where the shortest diffraction path
intersects the edge profile. Last, the performance of the three barriers was compared with one
another in all areas around the barrier. It was found that the jagged edge barrier provides shielding
similar to the sound absorbing barrier but at a fraction of the cost. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1804633#

PACS numbers: 43.28.En, 43.28.Js@LCS# Pages: 2843–2854

I. INTRODUCTION

A barrier placed between a sound source and the re-
ceiver, puts the receiver into an acoustical shadow zone.
However, sound still reaches the receiver primarily as it dif-
fracts from the barrier’s edges. The everyday equivalent is a
noise barrier built alongside highways, railroads, airplane
runways, or factories to shield the nearby communities from
the noise. In these cases, sound reaches the receiver prima-
rily by diffraction at the top edge of the noise barrier.

Recent public awareness of noise pollution has intensi-
fied the research on noise barriers and on ways to improve
their shielding effect. References 1–19 are a portion of pub-
lished work on improving the shielding effect of a barrier by
modifying its top edge or by using sound absorbing material
on the barrier’s surface.

Our motivation came from work on jagged edge noise
barriers18,19 and on its possible use as parallel noise barriers
built along opposite sides of the road. Jagged edge barriers
are a new design of barriers that have been shown to improve
the shielding effect compared to a straight edge barrier hav-
ing the same average height. A theoretical model termed di-
rective line source model~DLSM! has also been developed
to predict the shielding effect of such a barrier design.20 The
performance of jagged edge barriers has been investigated
only in the shadow region behind them. No measured data
exist for receivers in front of them. Similarly, the theoretical
model, applied to both straight and jagged edge barriers, has
been validated through comparisons with experimental data
only in the shadow region behind the barriers.

Knowledge of the diffracted field outside the shadow

zone is important in certain noise control applications, for
example, in the study of parallel noise barriers. In order to
compute the effective noise source in these cases, one must
add to the sound field coming directly from the noise source
two more sound field components:~i! the reflected field com-
ing from reflections on the barriers’ surface and~ii ! the dif-
fracted field that penetrates back into the area in front of the
barriers~i.e., that facing the source! after sound diffracts on
the barriers’ top edges. Knowledge of the diffracted field
directivity is also of interest. Consider the diffracted field on
a plane perpendicular to the top edge of the barrier. Far from
being omnidirectional, the diffracted field undergoes jump
discontinuities at certain locations, vanishes completely at
others, and has a different sign at different areas on that
plane. For medical applications, for example, knowledge of
the polarity of a diffracted signal can be important~a strong
positive pulse can be harmful!.

In the present study, measurements were taken in the
laboratory around the barriers on a plane perpendicular to its
top edge, thus covering areas not only behind the barrier but
in front of and above it, as well. Specifically, three types of
barriers were tested: a straight-edge/rigid barrier~the refer-
ence case!, a straight-edge/sound absorbing barrier, and a
jagged-edge/rigid barrier. Because the experiments were con-
ducted using a spark that produces pulses of short duration,
we were able to capture diffracted signals resolved from re-
flections. We were, therefore, able to investigate the directiv-
ity of the diffracted field without any interference from the
reflected and/or incident field that co-exist with the diffracted
field in front of the barrier.

The problem of edge diffraction is described in Sec. II of

2843J. Acoust. Soc. Am. 116 (5), November 2004 0001-4966/2004/116(5)/2843/12/$20.00 © 2004 Acoustical Society of America



this work. The experimental setup is described in Sec. III and
the particular problems encountered are discussed. In Sec.
IV, the experimental signals are compared with solutions pre-
dicted by DLSM, the directivity of the measured diffracted
field is examined, and finally the types of barriers tested are
compared with one another.

The experimental investigation presented here contrib-
utes the following:~i! The validation of the theoretical model
DLSM is extended to areas where it had not been validated
before. Previously, we had results in the shadow zone behind
the barrier. In this paper, we validate the model, as applied to
both straight and jagged edge barriers, in front of the barrier
and above it.~ii ! The effectiveness of the jagged edge barrier
~its shielding improvement compared to a straight edge bar-
rier with the same average height! is investigated for receiver
locations outside the shadow region. As mentioned earlier,
the performance of the jagged edges has been investigated
only in the shadow region.~iii ! Finally, the jagged edge pro-
file, as a method to improve the shielding effect of the con-
ventional straight edge barrier, is compared with, perhaps,
the most obvious alternative: to cover the barrier with sound
absorbing material. No measured data exist to compare the
shielding effect of the jagged edge to other means of improv-
ing the barriers’ performance. The results can be important to
retrofit studies of existing barriers and to the final acceptance
of the jagged edge barriers by the community.

II. GEOMETRY OF THE PROBLEM AND NATURE OF
THE SOLUTION

In the present study the following simplifying assump-
tions have been made. The incident signal comes from a
simple point source. The barrier itself is assumed to be very
thin, compared to the spatial duration of the incident signal,
and is modeled as a semi-infinite plane. Therefore, reflec-
tions from the ground, diffraction from the side edges of the
barrier, the thickness of the barrier and, thus, diffraction from
the second top edge of a thick barrier are ignored. Also, the
surrounding medium is considered to be homogeneous and
quiet. It should be noted that the above simplifying assump-
tions have been made in order to focus our attention to the
effect of sound diffraction by the different top edges tested.
The excluded effects are by no means unimportant to the
study of the real life problem with the effect of ground being,
perhaps, the most important among them.

The typical geometry for the half-plane diffraction prob-
lem is shown in Fig. 1~a!, where the sound field is produced
by a point sourceS located at (r 0 ,f0 ,z0) and the receiverM
with coordinates (r rec,f rec,zrec) can be any point. The nota-
tion is based on a cylindrical coordinate system having the
edge of the half plane as itsz axis. The radial distancesr 0

andr rec are measured from the edge of the half plane and the
angles,f0 and f rec, are measured from the surface of the
half plane facing the source. The sound from the source can
be either normally incident on the half plane@SandM on the
same plane normal to thez axis (z05zrec)] or obliquely in-
cident@(z0Þzrec)#. In all cases presented here, the incidence
is normal. The shortest distance that the sound travels to
reach the receiver by diffraction isL5(SN)1(NM), where

N is the point on the edge of the barrier, where the least
diffraction path intersects the edge. This point will be called
in the following point of first contact.

Based on geometrical acoustics, in region I@shown in
Fig. 1~b!# both incident (pi) and reflected (pr) waves are
present, in region II only the incident wave is present, and
region III is a shadow zone. The dividing line atp
1f0 (Bi) that separates regions II and III, establishes the
shadow boundary for the incident waveand the dividing line
at p2f0 establishes theshadow boundary for the reflected
wave. If diffraction is taken into account, a diffracted wave
(pd) should be added in all three regions. The diffracted
sound (pd) may be considered as having two components
(pd5pdi1pdr); one associated with the incident field (pdi)
and one with the reflected field (pdr). At Br the disappear-
ance of the reflected signal is compensated by a discontinuity
in pdr , while the disappearance of the incident signal atBi is
compensated by a discontinuity inpdi . Therefore, the total
solution remains continuous throughout the domain.

III. EXPERIMENTAL STUDY

A. Experimental setup and apparatus

All the experiments were conducted in the laboratory in
air using a spark as the sound source. The experimental setup
is presented in Fig. 2. The entire apparatus was placed on a
dense, thick wood table that served as the ground plane. The
frequency range of the spark source was 4–20 kHz, which is
approximately 10 times the frequency of traffic noise~400–
2000 Hz!. The experiment can, therefore, be viewed as a
1/10 model experiment of a real traffic noise barrier.

FIG. 1. Barrier geometry.
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The experimental apparatus consists of:~i! a spark
source system with three electrodes, a plastic plate holder
and a Grozier spark generator,~ii ! a 1/8 in.~0.32 cm! alumi-
num plate supported by a 1/2 in.~1.27 cm! plywood ~bar-
rier!, ~iii ! a 1/4 in. Brüel and Kjær condenser microphone
connected to a microphone power supply, and~iv! an oscil-
loscope and a computer using Labview software to store and
postprocess the measured signals.

1. Sound source

The spark generator contains a 1mF capacitor and the
resulting voltage across the electrodes reaches about 4000 V.
The spark source produces a blast type waveform21 as shown
in Fig. 3. The time duration of the signal is aboutT

5100ms, which corresponds to 3.45 cm spatial duration as-
suming sound velocityco5345 m/s at 23 °C.

For the analysis in the present work it is assumed that
the spark source is a point source that produces repeatable
incident signals. Both assumptions have been tested experi-
mentally and have been found to hold reasonably well. First,
for all sets of measurements free-field measurements were
taken at the beginning and at the end of each session. It was
found that the incident signal remained reasonably the same
throughout. A 4% change in the peak amplitude was the larg-
est ever encountered. Finally, the gap between the electrodes,
where the sparks are generated, is less than 1 mm. Because
the electronic discharging length is much smaller than any
length in the geometry of the problem, the spark source can
be considered a point source. Free-field measurements were
taken at various receiver positions, all located 95 cm away
from the source but at different anglesu @see Fig. 2~b!# to
verify the point source assumption. It was found that the
measured signals were effectively the same at all receiver
locations. The maximum encountered change in the peak
amplitude was less than 1%.

2. Receiver

The effect of the orientation of the microphone was
studied before the microphone orientation for the present set
of measurements was determined. It was shown that different
microphone orientations can result in substantially different
amplitudes and shapes of the captured signals. Figures 4~a!
and 4~b! show the freefield signal captured by the micro-
phone oriented at grazing and normal incidence, respectively.
The change in the peak amplitude, as well as the ringing of
the microphone can be observed. For our experiments, the
microphone was placed at grazing angle, as shown in Fig.
4~c!. With the barrier present, the diffraction contributions
coming from the 120 cm long barrier arrive at the micro-
phone at angles that range from grazing angle~contributions
from the center portion of the top edge! to 30.26° from the
normal incidence~contributions from the farthest portions of
the top edge!. In our study the dominant contributions to the
diffracted signals come from the portions of the edge that are
close to the receiver location, and arrive almost at grazing
incidence to the diaphragm of the microphone.

3. Three different types of barriers

To model the barriers, a 1/8 in.~0.32 cm! aluminum
plate was used for all types of barriers tested. It was attached
to a 1/2 in.~1.27 cm! plywood, which was clamped to the
ground table, so that it could stand firmly. The length of the
barrier is 120 cm, which was found to be long enough to
separate the diffracted signals from the top edge from dif-
fracted signals from the side edges of the barrier in certain
time ranges.~For all source-edge-receiver configurations in
the experiments, the diffracted signal from the top edge can
be observed in the time interval between 2.7 and 3 ms, while
any diffracted signal from the side edges arrives at the re-
ceiver after 4.5 ms!. The three different types of barriers used
were: ~i! a straight top edge barrier with acoustically rigid
material~straight-edge/rigid barrier!, ~ii ! a straight top edge

FIG. 2. Experimental setup.

FIG. 3. Free-field measurement at 95 cm away from the source.
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barrier with sound absorbing material~straight-edge/sound
absorbing barrier!, and ~iii ! a jagged top edge barrier with
acoustically rigid material~jagged-edge/rigid barrier! as
shown in Fig. 5. The straight-edge/rigid barrier was investi-
gated first and used as a reference. A 60 cm by 120 cm
aluminum plate with 1/8 in. thickness was cut and simply
attached to the plywood. For the soft edge barrier, a 1.5 in.
innerdiameter and 0.25 in. thick PVC pipe was put on the top
edge of the aluminum plate and a 1.5 in. thick layer of fiber-
glass was attached around the pipe. For the jagged-edge/rigid
barrier, two simple jags were cut on the top edge of alumi-
num in the shape of triangles, as shown in Fig. 5~d!. The
height~2.5 cm! and the width~5 cm! of the triangles, as well
as the horizontal spacing between them~5 cm! are compa-
rable to the spatial duration of the incident wave~3.45 cm!,
while the average height of the barrier remained unchanged.
The jagged edge was tested at two source-edge-receiver con-

figurations. In the first configuration, source and receiver
were placed atz05zrec50, while in the second source and
receiver were placed atz05zrec515 cm @see Fig. 5~d!#.
Each of the configurations has its own characteristics as will
be explained next.

B. Description of the experiments

For all measurements the angular position of the source
was kept atf0590°, its distance from the top edge of the
barrier atr 0560 cm, and its horizontal position~the direc-
tion along the edge of the barrier! on the same vertical plane
with the receiver (z05zrec). Figure 6 indicates that by posi-
tioning the source atf0590°, the two shadow boundaries,
the barrier, and the continuation of the barrier in the free
space above it divide the area around the barrier into four
equal zones, called zones A, B, C, and D.

For all cases, except for the second set of measurements
with the jagged edge barrier, the horizontal positions of
source and receiver were kept at the center of the barrier
(z05zrec50). In the case of the jagged-edge/rigid barrier,
measurements were also taken on a different vertical plane,
off center. For this set of measurements source and receiver
were placed atz05zrec515 cm. This was done in order to
study two jagged edge configurations. In the former, the
point of first contact lies for all receiver locations on the
horizontal segment between the two triangles@see Fig. 5~d!#.
All receivers should, therefore, ‘‘see’’ the jagged edge as a
straight edge. In the second configuration, the point of first
contact lies on the horizontal segment or at the dip of the
right triangle depending on the receiver location.

The microphone was placed at various locations around
the barrier, as shown in Fig. 6, all having the same distance
from the top edge,r rec535 cm, but different angular posi-
tions 0,f rec,2p. The positions of the receiver were cho-
sen based on two considerations:~i! to be away~at least 30°!
from the two shadow boundariesBr and Bi , where the
DLSM solution is not valid and~ii ! diffracted signals to be
resolved from incident and reflected signals, wherever the

FIG. 4. Effect of the microphone orientation. Freefield signal at grazing
incidence on the microphone@~a!# and at normal incidence@~b!#. Micro-
phone orientation chosen for the experiments@~c!#.

FIG. 5. Three different types of barrier:~a! straight-edge/rigid barrier;~b!
straight-edge/sound absorbing barrier~thickness of fiberglass not in scale!;
~c! jagged-edge/rigid barrier;~d! top-edge profile of the jagged edge barrier.

FIG. 6. Source and receiver positions for the set of experiments.
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latter are present. One of the main concerns was to avoid
reflected signals from the experimental equipment. Espe-
cially measurements in zone A required great care, as re-
flected signals from the plastic holder of the source arrive
very close in time with the diffracted wave. Whenever nec-
essary, measurements were taken with and without the bar-
rier present and then were subtracted~the subtraction
method!. The signal resulted from the subtraction method
contained only signals originating from the barrier. This sub-
traction method provided good results and was feasible, be-
cause our source signals were repeatable. Figure 7 shows an
example. The subtraction method is applied to a case where
a signal reflected from the plastic electrode holder arrives
very close in time to the diffracted signal from the top edge
of the barrier. Figure 7~a! shows the measurement with the
barrier present. The first peak at around 2.67 ms is the signal
from the apparatus, while the second is the diffracted signal.
The same measurement was taken without the barrier present
and is depicted in Fig. 7~b!, where only the signal from the
plastic holder can be observed. The two measurements are
subtracted to eliminate the signal from the apparatus and
leave only the diffracted signal, as shown in Fig. 7~c!.

IV. RESULTS

A. Comparisons with analytical solutions

In this section the experimental data for the straight-
edge/rigid barrier and the jagged-edge/rigid barrier are com-
pared with analytical solutions obtained from the DLSM.20

For the reference case of the straight-edge/rigid-barrier, the
Biot–Tolstoy–Medwin~BTM! solution is also employed for
the comparisons.~Biot and Tolstoy derived the solution for
an impulsive spherical wave incident on a half plane as an
application to their method for wave propagation in infinite
media.22 Years later, Medwin revisited the Biot–Tolstoy re-
sults and used them in various acoustical applications.23

Since then, the solution has been used with great success in
many areas of acoustics.24 Because of this wide acceptance,
it is employed here for comparisons with our experimental
data.!

A brief overview of the DLSM is given before we pro-
ceed to the comparisons. The DLSM was developed to pre-
dict the diffracted field~pressure time waveform! caused by

a sound wave incident on a half plane. In this method the
edge of the half plane is modeled as an infinite set of direc-
tive point sources continuously distributed along the edge. It
can be applied for several types of incident radiation: omni-
directional cylindrical and spherical waves, plane waves, as
well as waves from directional sources incident on a barrier
having a straight or jagged edge. It is shown that the dif-
fracted field is equivalent to re-radiation from the edge of the
barrier, but modified by a certain directivity function. The
straight or jagged edge of the barrier is modeled as a direc-
tive line source, straight, or jagged, respectively.

For a spherically spreading pulsef (t) incident on a
straight barrier, as the cases studied in this paper, the math-
ematical expression for the DLSM becomes:

Pd52
AFt

4p E
edge

f S t2
Ar21z2

c D
Ar21z2

D~f rec;f0!dz, ~1!

whereAFt is an amplitude factor that depends on the radial
distances of source (r 0) and receiver (r rec) and on the type of
the incident wave,r is an effective distance that depends on
the type of the incident wave, andD (f rec;f0) is the direc-
tivity function, a simple function of the angular position of
source (f0) and receiver (f rec), which remains the same
regardless of the type of incident radiation. The integration is
performed along the edge of the barrier and represents the
summation of contributions from directive point sources.

The corresponding form for a jagged edge barrier con-
sisting of inclined or horizontal finite-length segments is:

Pd52(
j 51

N

~AFt!
~ j !

I ~ j !~RC~ j !!

4p
D ~ j !~f rec

~ j ! ;f0
~ j !!, ~2!

whereN is the number of the finite-length segments,I ( j ) is
the integral along the segmentj, D ( j ) is the directivity func-
tion of segmentj, RC( j ) is the position at which the receiver
is presumed to be relocated for the diffraction problem to be
transformed into a radiation problem~the relocated receiver
is called virtual receiver!, (AFt)

( j ) is the amplitude factor,
and r ( j ) is the distance between the segment and its corre-
sponding virtual receiver. Each segment of the edge behaves

FIG. 7. Application of the subtraction method. Measured signal with the barrier present@~a!#: the first peak at 2.67 ms is a reflected signal from the electrode
holder, the second peak is the diffracted signal. Measured signal without the barrier present@~b!#: peak at 2.67 ms is the reflected signal from the electrode
holder. Subtraction results@~c!#: signal produced by subtracting signals in~a! and ~b!, only the diffracted signal can observed the reflected signal has been
eliminated.
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as a part of an overlying infinitely long straight edge. The
relative position of each segment to source and receiver re-
sults in a different value ofr rec

( j ) , r 0
( j ) , f rec

( j ) , f0
( j ) and in turn

in a different value ofAFt
( j ) , D ( j ), andRC( j ) for each seg-

ment. The position of the virtual receiver for each segment is
determined so that the travel distance of the point-source-
edge-receiver path in the diffraction problem is the same as
the travel distance of line-source-virtual-receiver path in the
radiation problem.

For the model to be valid two conditions must be met:
~i! the receiver must be away from the two shadow bound-
ariesBi andBr ~see Fig. 1!, and~ii ! both source and receiver
must be at least one wavelength away from all points on the
top edge of the barrier. The proximity to the edge is mea-
sured in wavelengths for time harmonic source signals; other
characteristic distances are used for non-time harmonic sig-
nals ~for example, the spatial duration of a transient source
signal, or the correlation length of a noise source signal!.

Let us now resume our comparisons. It should be noted
that the entire time waveform is compared, not just the en-
ergy contained in the signal. Signals containing the same
acoustical energy, may differ substantially in shape, peak
amplitude, duration, etc. Therefore, the time waveform com-
parisons employed here are more rigorous. In all cases the
results are normalized, so that the free-field signal has unity
peak amplitude at 1 m away from the source.

Representative comparisons are shown in Fig. 8 for the
straight edge barrier and in Fig. 9 for the jagged edge barrier.
The comparisons are presented for receivers in each of the
zones A, B, C, and D, as indicated in Fig. 6. In Fig. 8 it can
be observed that the analytical predictions obtained from
DLSM are in reasonably good agreement with the BTM so-
lution and the experimental data. Looking more closely, a
negative peak followed by a positive peak can be observed in
zone A @Fig. 8~a!#, that is a polarity opposite the incident
signal ~see Fig. 3!. Figure 8 shows that the polarity of the
diffracted signal changes three times as we move the receiver
on a circle around the barrier:~i! when we cross the shadow
boundary for the reflected waveBr , i.e., moving from zone
A to zone B @Figs. 8~a! and 8~b!#, ~ii ! when we cross the
continuation of the barrier in the half space above it, i.e.,
moving from zone B to zone C@Figs. 8~b! and 8~c!#, and~iii !
when we cross the shadow boundary for the incident wave
Bi , i.e., moving from zone C to zone D@Figs. 8~c! and 8~d!#.
The noise observed in the signal in zone A@Fig. 8~a!# is
attributed to the reflections from the experimental equip-
ment. Signals in zone B are much cleaner, as the reflections
from the equipment arrive later and are resolved from the
diffracted signal. For signals in zone C the subtraction
method~described in Sec. III! was used. The spikes in Fig.
8~c! are errors from the subtraction method. Finally, in the
zone behind the barrier, there are no interfering signals and

FIG. 8. Comparison between experimental data~solid line! and predictions from DLSM method~dashed line! and BTM solution~dotted line!; straight-edge/
rigid barrier; source atf0590°, r 0560 cm, z050 cm; receiver atr rec535 cm, zrec50, and f rec525° ~zone A! @~a!#, f rec5120° ~zone B! @~b!#, f rec

5225° ~zone C! @~c!#, f rec5300° ~zone D! @~d!#. Data normalized so that the free-field signal has unity peak amplitude at 1 m awayfrom the source.
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very clean diffracted signals were captured. Figure 9 shows
the time waveform comparisons for the set of measurements
conducted with the first configuration of the jagged edge
barrier. Again here, a reasonably good agreement can be ob-
served with the predictions from the DLSM.

In conclusion, DLSM seems to be as good as the estab-

lished BTM solution in predicting the diffracted signal
around a straight edge barrier. Also, DLSM seems to yield
predictions that agree reasonably well with experimental data
behind straight and jagged edge barriers, in the shadow zone
behind them, as well as in front of and above them.

FIG. 9. Comparison between experimental data~solid line! and predictions from DLSM method~dashed line!; jagged-edge/rigid barrier; source atf0

590°, r 0560 cm, z050 cm; receiver atr rec535 cm, zrec50, andf rec545° @~a!#, f rec5120° @~b!#, f rec5150° @~c!#, f rec5210° @~d!#, f rec5300° @~e!#,
f rec5330° @~f!#. Data normalized so that the free-field signal has unity peak amplitude at 1 m awayfrom the source.
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B. Effects on the directivity of the diffracted field:
Deviations from the directivity of a straight edge
rigid barrier

In this subsection, the measured data are used to con-
struct the directivity of the diffracted field on a plane perpen-
dicular to the barriers’ top edge for each barrier type tested.
The directivity of the field provides information about the
locations where the diffracted field undergoes jump discon-
tinuities, vanishes completely, or changes signs. It also
shows the performance of the barrier in all areas around it,
behind, above, and in front of it.

The directivity around a straight-edge/rigid barrier has a
known analytical expression and is briefly outlined later
herein. For details the reader is referred to Ref. 20 and to
references therein. For the straight-edge/sound absorbing
barrier the reader is referred to Refs. 11 and 24–30 and in
references therein, as an indicative list of the available solu-
tions, from which an analytical expression for the directivity
can be extracted. There is no analytical solution for the di-
rectivity of the diffracted field around a jagged edge barrier.

Each segment of the jagged edge has its own directivity as a
result of the different angular positions of source and re-
ceiver relative to each inclined segment.

In the following the directivity of the diffracted field
around a straight edge rigid barrier is presented and the mea-
sured directivities for each barrier are compared with it in
Fig. 10. If the receiver is away from the two shadow bound-
ariesBi andBr , and both source and receiver are at least one
wavelength away from all points on the edge of the barrier,
then the directivity of the diffracted field can be described,
regardless of the type of incident radiation,20 by the follow-
ing directivity function:

D~f rec;f0!5
1

2 FsecS f rec2f0

2 D1secS f rec1f0

2 D G . ~3!

It should be emphasized that the above directivity function is
the same for all types of incident radiation~omnidirectional
cylindrical and spherical waves, plane waves, as well as
waves from directional sources! and it can be recovered from
solutions in the time domain, as well as in the frequency

FIG. 10. Comparison between the theoretical directivity of the diffracted field around a straight-edge/rigid barrier as obtained by Eq.~3! ~solid line! and the
measured directivity~data points! around: the straight-edge/rigid barrier@~a!#, the straight-edge/sound absorbing barrier@~b!#, the first configuration of the
jagged-edge/rigid barrier@~c!#, and the second configuration of the jagged-edge/rigid barrier@~d!#. Data points correspond to the peak amplitude value of the
measured diffracted signal normalized by the peak amplitude value of the signal atf rec5225° ~an arbitrarily selected receiver location!.
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domain, and from solutions derived by totally different meth-
ods. The directivity function is a simple relation of the an-
gular position of source (f0) and receiver (f rec). Unlike
other directivity functions, as, for example, the directivity
function of a piston,D(f rec;f0) does not depend on the
frequency of the incident wave. Finally, it should be noted
that Eq.~3! predicts infinite values of the directivity function
~and thus of the solution! at the two shadow boundaries (Br

at f5p2f0 andBi at f5p1f0). The infinite values are
an artifact of the assumptions used for the derivation.

Figure 10~a! shows, as expected, that the measured di-
rectivity for the straight-edge/rigid barrier is as predicted by
the theory. The measured directivity for the first configura-
tion of the jagged edge barrier also seems to follow the the-
oretical directivity of the straight edge barrier@Fig. 10~c!#. It
should be recalled that for this configuration the point of first
contact lies on the horizontal segment between the two tri-
angles@see Fig. 5~d!# for all receiver locations. As a result,
all receivers ‘‘see’’ the jagged edge barrier as a straight edge
barrier and the measured directivity does not deviate from
the theoretical one.

In the case of a sound absorbing barrier@shown in Fig.
10~b!#, however, a considerable change in the directivity of
the diffracted field can be observed. The deviations are more
pronounced in front of the barrier than behind it. It should be
emphasized that these deviations are not attributed to the
interference between incident, reflected and diffracted sig-
nals in front of the barrier. Our measurements regard only the
diffracted signals and resolve them from any other signal. A
final observation for the sound absorbing barrier is that the
diffracted signal does not vanish atf5p, as in the reference
case of a rigid barrier, but at a smaller angle@compare Figs.
10~a! and 10~b! in the vicinity of f5p#.

Finally, Fig. 10~d! shows that the directivity of the dif-
fracted field around the second configuration of the jagged
edge barrier follows the directivity of the straight edge bar-
rier in zones B and C, but deviates considerably from it in
zones A and D. This can be explained by the fact that the
point of first contact lies on the horizontal segment for re-
ceivers in zones B and C, but at the junction of two inclined
segments for receivers in zones A and D. As a result, receiv-
ers in the latter zones are more affected by the presence of
the inclined segments in the edge profile. It should be noted,
that the observation reenforces conclusions of a previous
study on jagged edge barriers,18 where it has been discovered
that the part of the jagged edge close to the point of first
contact plays a crucial role. This had been experimentally
verified in the shadow zone behind the barrier. It can now be
extended to all areas around the jagged edge barrier. Another
conclusion from the same numerical investigation on jagged
edge noise barriers had shown that changes of the directivity
function along a jagged edge affect the diffracted field at
receiver locations far from the edge considerably less than
changes in the shape of the effective line source~from a
straight line source to a jagged line source!. In the particular
case tested here, the relative angular position of the source is
90° for the straight segments and 92° for the inclined, which
makes their respective directivity functions approximately
the same. The drastic changes in zones A and D compared to

zones B and C are not attributed to the change of the direc-
tivity between the straight and the inclined segments, but to
the position of the point of first contact. Again, with the
present study the previous conclusion is extended to all areas
around the jagged edge barrier. Finally, it should be noted
that the observed deviations in zones A and D seem to relate
more to the amplitude than to the shape of the directivity
function.

C. Comparison of the three types of barriers

In this subsection we compare the performance of the
barriers with one another. First, let us take a look at the shape
of the diffracted signals that each type of barrier produces
~shown in Fig. 11!. The straight edge barriers, regardless of
the barrier surface treatment, produce smooth diffracted sig-
nals of small duration that, except for polarity inversion,
maintain their shape at all receiver locations@compare Figs.
11~a! and 11~b! and 11~c! and 11~d!#. In the case of jagged
edge barriers, however, the shape changes considerably
@compare Figs. 11~e! and 11~f!# and at certain receiver loca-
tions smeared out signals of smaller amplitude are produced
@see Fig. 11~e!#.

Figure 12 presents the performance of the barriers by
comparing the peak amplitude values of all the signals mea-
sured. Figure 12~a! shows that the sound absorbing material
increases the shielding effect of the rigid barrier, in almost all
receiver locations, with the exception of receivers in zone C,
where the rigid barrier outperforms the sound absorbing bar-
rier. The first configuration of the jagged edge barrier outper-
forms the straight edge barrier in all receiver locations, with
its shielding effect more pronounced in the shadow zone be-
hind the barrier@see Fig. 12~b!#. The second configuration of
the jagged edge barrier, however, has a more spectacular
performance than the first@see Figs. 12~c! and 12~d!#. It out-
performs the straight one in all receiver locations, with its
maximum performance in the shadow zone~zone D! and in
the area in front of the barrier~zone A!. The second jagged
edge configuration reduces the peak amplitude of the dif-
fracted signal by almost two thirds in the shadow zone be-
hind the barrier~compared to a straight edge barrier! Finally,
Fig. 12~e! compares two possible alternatives of retrofitting a
straight-edge/rigid barrier to improve its effect:~i! modify its
top edge or~ii ! cover its surface with sound absorbing ma-
terial. It can be seen that the improvement is quite compa-
rable. However, because covering the barrier surface is a far
more costly proposition, the jagged edge approach might be
a viable alternative.

V. SUMMARY AND CONCLUSIONS

In the present work three different types of barrier have
been tested experimentally: straight-edge/rigid-barrier,
straight-edge/sound-absorptive-barrier, and jagged-edge/
rigid-barrier. The experiments were conducted in the labora-
tory in air using a spark as the sound source. The diffracted
signals were measured at various positions around the barri-
ers on a plane perpendicular to their top edge and were re-
solved from any interference with incident and/or reflected
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signals. The measured data were presented, compared with
analytical solutions and with one another. The results were as
follows:

~1! DLSM validation
~a! The validation of the DLSM, formerly restricted to

receiver locations in the shadow zone behind the barrier, was

extended to areas in front of and above the barrier. The
DLSM was found to yield accurate predictions in all regions
around the barrier for the cases it was employed~straight-
edge/rigid barrier and jagged-edge/rigid barrier!.

~b! The portion of the jagged edge that is in the vicinity
of the ‘‘point of first contact’’ plays a crucial role in deter-

FIG. 11. Measured diffracted signals behind the three barrier types at two receiver locations: in the shadow zone behind the barrier atf rec5300° and in the
illuminated zone behind the barrier atf rec5225°. Data normalized so that the free-field signal has unity peak amplitude at 1 m away from the source.
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mining the diffracted signal in all areas around the barrier.
The fact that the directivity function changes along the
jagged edge~it remains constant along a straight edge bar-
rier! plays a secondary role. These qualitative observations

extend previous conclusions that were restricted to the
shadow zone behind the barrier.

~2! Directivity of the diffracted field
~a! In all cases tested, it was observed that the diffracted

FIG. 12. Comparison between the types of barrier tested. Measured data. Peak amplitude values of the diffracted signals around the straight-edge/rigid barrier
~* !, the straight-edge/sound absorptive~s!, the jagged-edge/rigid barrier configuration 1~1!, and the jagged-edge/rigid barrier configuration 2~h!. Data
normalized so that the freefield signal has unit peak amplitude value at 1 m awayfrom the source.
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signal changes its polarity three times as we move the re-
ceiver in a circle around the barrier:~i! when we cross the
shadow boundary for the reflected field (Br), ~ii ! when we
cross the continuation of the half plane in the free space
above it, and~iii ! when we cross the shadow boundary for
the incident field (Bi).

~b! Applying a sound absorbing material changes sub-
stantially the directivity of the diffracted field compared to
the directivity around a rigid barrier. The most significant
changes in the diffracted field can be observed in front of the
barrier than behind it. This effect is not attributed to the
interference of the diffracted signal with reflected and inci-
dent signals that are present in front of the barrier. In our
study the diffracted signals were resolved from incident
and/or reflected signals.

~c! For the jagged edge cases studied in the present
work the following have been observed: The jagged edge
leaves the directivity of the diffracted field almost unchanged
~same as with a straight edge barrier!, if the point of first
contact lies on the horizontal segment of the edge profile but
it does change the directivity~more the amplitude than the
shape!, if the point of first contact lies on different segments
of the edge profile for different positions of the receiver.

~3! Barriers comparison
~a! The jagged edge reduced the peak amplitude of the

diffracted signal by almost two thirds in the shadow zone
behind the barrier~compared to a straight edge!.

~b! The diffracted pressure signal for the straight-edge/
rigid barrier, and straight-edge/sound-absorptive barrier is a
smooth signal that considerably maintains its shape in all
areas around the barrier. The diffracted signal produced by a
jagged edge barrier is a smeared out signal of long duration
and has different shapes at different receiver locations
around the barrier.

~c! Comparing the application of sound absorbing ma-
terial on the barrier and the introduction of jaggedness into
its top edge as two means of improving the barrier’s perfor-
mance, the jagged edge appears to be a viable alternative.
The jagged edge produced comparable results with only a
fraction of the cost.

ACKNOWLEDGMENTS

The work presented here was supported by the Texas
Advanced Technology Program. The authors are indebted to
Dr. W. M. Wright for his valuable advice in the experiments.

1G. R. Watts, ‘‘Acoustic performance of a multiple-edge noise barrier pro-
file at motorway sites,’’ Appl. Acoust.47, 47–66~1996!.

2G. R. Watts and P. A. Morgan, ‘‘Acoustic performance on an interference
type noise barrier profile,’’ Appl. Acoust.49, 1–16~1996!.

3G. R. Watts, D. H. Crombie, and D. C. Hothersall, ‘‘Acoustic performance
of new designs of traffic noise barriers: Full-scale tests,’’ J. Sound Vib.
177, 289–305~1994!.

4D. C. Hothersall, D. H. Crombie, and S. N. Chandler-Wilde, ‘‘The perfor-

mance of T-profile and associated noise barriers,’’ Appl. Acoust.32, 269–
287 ~1991!.

5C. Wassilief, ‘‘Improving the noise reduction of picket barriers,’’ J.
Acoust. Soc. Am.84, 645–650~1988!.

6L. S. Wirt, ‘‘The control of diffracted sound by means of thnadners
~shaped noise barriers!,’’ Acustica 42, 73–88~1979!.

7D. A. Hutchins, H. W. Jones, and L. T. Russell, ‘‘Model studies of barrier
performance in the presence of ground surfaces. Part I: Thin, perfectly-
reflecting barriers,’’ J. Acoust. Soc. Am.75, 1807–1816~1984!.

8D. A. Hutchins, H. W. Jones, and L. T. Russell, ‘‘Model studies of barrier
performance in the presence of ground surfaces. Part II: Different shapes,’’
J. Acoust. Soc. Am.75, 1817–1826~1984!.

9D. N. May and M. M. Osman, ‘‘Highway noise barriers: new shapes,’’ J.
Sound Vib.71, 73–101~1980!.

10D. N. May and M. M. Osman, ‘‘The performance of sound absorptive,
reflective, and T-profile noise barriers in Toronto,’’ J. Sound Vib.71,
65–71~1980!.

11S. I. Hayek, ‘‘Mathematical modeling of absorbent highway noise bar-
rier,’’ Appl. Acoust. 31, 77–100~1990!.

12C. D. Hothersall, S. N. Chandler-Wilde, and M. N. Hajmirzae, ‘‘Efficiency
of single noise barriers,’’ J. Sound Vib.146, 303–322~1991!.

13K. Fujiwara and N. Furuta, ‘‘Sound shielding efficiency of a barrier with a
cylinder at the edge,’’ Noise Control Eng. J.37, 5–11~1991!.

14K. Fujiwara, ‘‘Noise control by barriers. Part 2: Noise reduction by an
absorptive barrier,’’ Appl. Acoust.10, 167–179~1977!.

15K. Fujiwara, D. H. Hothersall, and C. Kim, ‘‘Noise barriers with reactive
surfaces,’’ Appl. Acoust.53, 255–272~1998!.

16T. Okubo and K. Fujiwara, ‘‘Efficiency of a noise barrier with an acous-
tically soft cylindrical edge for practical use,’’ J. Acoust. Soc. Am.106,
3049–3060~1999!.

17M. Moeser and R. Volz, ‘‘Improvement of sound barriers using headpieces
with finite acoustic impedance,’’ J. Acoust. Soc. Am.106, 3049–3060
~1999!.

18P. Menounou and I. J. Busch-Vishniac, ‘‘Jagged edge noise barriers,’’ J.
Building Acoust.7, 179–200~2000!.

19S. T. Ho, I. J. Busch-Vishniac, and D. T. Blackstock, ‘‘Noise reduction by
a barrier having a random edge profile,’’ J. Acoust. Soc. Am.101, 2669–
2676 ~1997!.

20P. Menounou, I. J. Busch-Vishniac, and D. T. Blackstock, ‘‘Directive line
source model: A new method for sound diffraction by half planes and
wedges,’’ J. Acoust. Soc. Am.107, 2973–2986~2000!.

21M. J. Crocker and L. C. Sutherland, ‘‘Instrumentation requirements for
measurements of sonic boom and blast waves: A theoretical study,’’ J.
Sound Vib.7, 351–370~1968!.

22M. A. Biot and I. Tolstoy, ‘‘Formulation of wave propagation in infinite
media by normal coordinates with an application to diffraction,’’ J.
Acoust. Soc. Am.29, 381–391~1957!.

23H. Medwin, ‘‘Shadowing by finite noise barriers,’’ J. Acoust. Soc. Am.69,
1060–1064~1981!.

24H. Medwin and C. S. Clay,Fundamentals of Acoustical Oceanography
~Academic, San Diego, 1998!.

25A. L. Esperance, J. Nicolas, and G. A. Daigle, ‘‘Insertion loss of absorbent
barriers on ground,’’ J. Acoust. Soc. Am.86, 1060–1064~1989!.

26A. D. Rawlins, ‘‘Diffraction of sound by a rigid screen with a soft or
perfectly absorbing edge,’’ J. Sound Vib.45, 53–67~1976!.

27A. D. Rawlins, ‘‘Diffraction of sound by a rigid screen with an absorbent
edge,’’ J. Sound Vib.47, 523–541~1976!.

28H. G. Jonasson, ‘‘Diffraction by wedges of finite acoustics impedance
with applications to depressed roads,’’ J. Sound Vib.25, 577–585~1972!.

29A. D. Pierce and W. J. Hadden, Jr., ‘‘Plane wave diffraction by a wedge
with finite impedance,’’ J. Acoust. Soc. Am.86, 17–27~1978!.

30T. B. A. Senior, ‘‘Diffraction by a semi-infinite metallic sheet,’’ Proc. R.
Soc. London, Ser. A212, 436–458~1952!.

31W. E. Williams, ‘‘Diffraction by anE-polarized plane wave by an imper-
fectly conducting wedge,’’ Proc. R. Soc. London, Ser. A252, 376–393
~1959!.

2854 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Penelope Menounou: Diffracted field around noise barriers



Acoustic pulse propagation in an outdoor turbulent atmosphere
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In a series of short-range experiments, attempts were made to relate the prevailing meteorological
conditions to significant wave shape changes in a 2 msacoustic pulse propagating over distances
from 0.5 to 16 m. Unlike the findings in long-range studies involving time and spatial averages, no
meaningful correlations between wind speed and acoustic pulse shape parameters were obtained.
Pulse delays could be predicted provided detailed measurements of the wind speed were obtained.
Observations showed that two adjacent paths could experience quite different propagation regimes.
The geometry and pulse nature of the experiments described here restrict the scale of turbules in any
cascade suggesting that a single turbule model may be applicable. Indeed using one or two effective
turbules was capable of explaining many of the observations. One model approach used typical
parameter values obtained from the literature or from measurements and by locating a single turbule
at an appropriate distance from the source receiver axis, correctly generated the observed variety of
wave forms. Alternatively, relying on measured data from one distorted pulse and the spatial wind
profile, the model was used to determine subsequent pulse distortions. This was successful in
predicting behavior in 76% of cases. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1781618#

PACS numbers: 43.28.Gq, 43.28.Js@DKW# Pages: 2855–2863

I. INTRODUCTION

Previously, understanding how turbulence causes
changes to sound propagation has been limited to averaged
effects. Generally, the variations in sound levels over a pe-
riod of time have been related to fluctuations in the meteo-
rological conditions. Both theoretical and experimental
studies1,2 of continuous wave propagation have shown that
usually a correlation exists between the variance of the sound
pressure level and the variance of the corresponding wind-
dominated conditions. As they are time and spatial averages,
such parameters are particularly relevant when dealing with
long distance propagation over a period of time. Sonic
booms are influenced by the snapshot of the atmospheric
conditions present as the boom passes but, typically, this in-
volves spatial averages over distances of kilometers. Both
situations can be modeled by filling the source-receiver
space with a distribution of turbules, with characteristics
based on a measured power spectrum. This allows the num-
ber, size, and strength of the turbules to be determined, but
not their location. Then a statistical approach, using arrays of
turbules positioned along the propagation path, has been
used with reasonable success, to estimate either the varia-
tions in the sound field3–5 or the distribution of sonic boom
wave forms and rise times.6,7 The classicN wave of a sonic
boom can display a wide variety of wave forms at a distant
receiver8 and these shapes can often be explained using the
above-mentioned models.

In contrast, to avoid averaging effects, the current study
used acoustic pulse propagation together with a snapshot of
the meteorological conditions in the traversed region. A de-

tailed knowledge of the wind structure over hundreds of
meters was difficult to obtain. However, for the pulses used
in this investigation, significant shape changes occur over
short paths, for example, 16 m, and it was anticipated that
the wind speed characteristics could be adequately deter-
mined over this distance. Initially, simple relationships be-
tween the meteorological and acoustic variables were ex-
pected. As discussed in the following, this did not occur. One
advantage of using an impulse technique compared to cw
measurements was that the direct and ground reflected com-
ponents could be time isolated to investigate whether they
experienced the same turbulent field. Because of the con-
straints imposed by this pulse experiment it seemed inappro-
priate to apply concepts based on cascade statistical
parameters9 so an attempt was made to test the validity of a
simple isolated effective turbule model.

II. MEASUREMENT OF PULSE CHARACTERISTICS

A. Experimental systems: Circular and linear
arrays

A circular array, Fig. 1, had six microphones positioned
around the circumference of a 4 m diam. circle, at right
angles to and coaxial with the source axis, on flat grass-
covered ground. Each microphone was fixed to the end of a
thin rod which was mounted horizontally from slender verti-
cal masts. These uprights were stayed by a number of thin
string supports, so that the rig did not move in the wind yet
there was a minimum of reflecting surfaces. Impulses were
generated by discharging shot-shell primers down a tube,10

and were captured using 6 mm~1/4 in.! diameter Bruel &
Kjaer type 4135 microphones and a Data Precision 6100
wave form analyzer with a dynamic range of 90 dB using a 5
ms sampling interval.10,11 Because of the cylindrical symme-
try of the source, in the absence of wind this arrangement
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produced essentially identical pulse shapes10 at each of the
receiver microphones after subtracting any ground reflec-
tions. Peak receiver levels were typically around 120 dB at 1
m in front of the source. To eliminate source variations, a
reference microphone was placed off axis 0.5 m from the
source where effects due to turbulent changes had been
shown experimentally to be negligible, as discussed in the
next section.

Alnor type GGA-26 thermo-anemometers were posi-
tioned near the source and in a vertical line through the cen-
ter of the array. Their response time of 100 ms was adequate
as comparison measurements with a single anemometer of
much higher frequency response gave near-identical results.
The anemometers were aligned to measure theX component
of the wind speed, with their outputs sampled at 10 ms in-
tervals and stored on computer disk. Data were only col-
lected when the wind direction was aligned with theX axis
of the system, as judged by the average attitude of a series of
light cloth flags positioned around each site. In some experi-
ments, an additional anemometer was orientated at right
angles to theX axis to measure the off-axis wind component.
During the flight time of a pulse, the observed fluctuations in
temperature were significantly less or negligible compared to
those in wind speed, with no appreciable change between
source and receiver temperatures. These findings were con-
sistent with those of other studies8,12 and so the effects of
temperature were not considered further. To obtain upwind
and downwind measurements, the source could be moved to
the other side of the array or a second source employed.

In separate experiments, a 15 m linear array was used to
observe the spatial evolution of the pulse wave form, with
the source and three microphones uniformly spaced 5 m
apart horizontally, slightly offset to avoid blocking sound
reaching the more distant microphones. Anemometers were
positioned adjacent to the source and microphones, although
care was taken to minimize reflections into the microphones.
As in the circular array experiments, a 0.5 m off axis refer-
ence microphone was used near the source.

B. Indoor measurements of pulse pressure values

To establish the degree of variation in the source, mea-
surements were undertaken in a large hall following the ge-

ometry of Fig. 1, to check the symmetry and reproduction of
the source. Indoors, with no wind present, the flight times of
successive pulses were reproducible to one or two data
points on the time axis, i.e.,610 ms, and floor reflection
occurred at a constant delay. None of the data or wave forms
presented in this paper include the ground reflection, unless
specifically noted. At 0.5 m pulses exhibit different peak
heights due to source variations, however, when adjusted to
have the same peak height, their shapes essentially over-
lapped. Consequently for all further measurements the peak
height of a pulse recorded by an off axis reference micro-
phone at 0.5 m was used to normalize all pulses from that
discharge to that of the first measured pulse. This procedure
was termed source normalization. After applying this adjust-
ment, ensemble averages of 30 individual shots at the vari-
ous microphone positions on the measurement circle shown
in Fig. 1 closely agreed with each other and with those of
repeated data sets. From such measurements an average in-
door benchmark wave form at each required range was de-
termined whose peak height was then used to standardize all
individual pulses. Consequently, all standardized indoor
pulse heights have a value close to one, whereas meteoro-
logically affected outdoor pulse heights diverged from unity.
Also, contours corresponding to 1.5 standard deviations
away from the mean at 16 m were determined, shown as the
two thin lines in Fig. 2~a!, and were found to be independent
of microphone position.

To eliminate the possibility that the received pulse
changes observed outdoors were due to wind–source inter-
actions, measurements were taken indoors with fans blowing
across the end of the source tube. These produced no signifi-
cant distortions outside the contours obtained indoors with-
out the fans.

A relative measure of the total energy content of a pulse
was obtained by summing the square of successive instanta-
neous pressure values until the increase from the sum of the
next five adjacent channels was less than 0.01%. The energy
content of an outdoor pulse was then standardized by divid-
ing by the corresponding value for that of the benchmark
indoor pulse. For indoor pulses the maximum variations in
the standardized peak height and energy content are 2% and
5%, respectively. Less than 5% of the total energy occurred
in the tail, Fig. 2~a!.

C. Variation in pulse properties outdoors

Measurements at 0.5 m indicated that the outdoor distri-
butions of wave forms and peak heights were identical with
those obtained indoors at this distance. This justified the use
of the peak height at this microphone as an adjusting factor,
for source normalization, of each shot. Importantly, the simi-
larity of indoor and outdoor results at 0.5 m implies that
turbulence effects at this distance on these pulses are negli-
gible.

The six-microphone circular array allowed the influence
of turbulence on a single impulse arriving at a number of
equal range microphones to be investigated. Although propa-
gating nearly parallel to the wind direction through a dis-
tance of only 16 m, pulses from a single shot often arrived at
two microphones on the circle at times differing by as much

FIG. 1. Experimental geometry, with microphone and anemometer positions
in the circular array. The three labeled microphones, A–C, are those used to
obtain the data discussed in the text.
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as 60.2 ms, the duration of the pulse head, indicating that
two flight paths diverging by as little as 6° could experience
quite different wind regimes.

Further, pulses derived from a single shot often showed
little correlation between peak heights and shapes, even for
two microphones only 1.5 m apart on the circular array, i.e.,
flight paths diverging by 6° at the source. The shot to shot
variation in standardized peak height between three micro-
phones is apparent from Fig. 3 where 80% differ well be-
yond the experimental uncertainty, indicated by the symbol
size. In some cases, a 10% change in peak height could occur
between two wave forms with a change of similar magnitude
but of opposite sense occurring in the third wave form origi-
nating from the same initial discharge.

Figure 2~a! shows the61.5 standard deviation contours

generated by ensemble averaging many hundreds of outdoor
pulses obtained at 16 m. Many individual pulses, however,
exhibit much greater deviations than indicated by the aver-
aged contours. Figure 2~b! shows examples of~i! a pulse
with enhanced peak height,~ii ! a pulse with reduced peak
height, and~iii ! a pulse with a very irregular shape. A strong
relationship exists between standardized energy and the cor-
responding standardized peak height, giving essentially the
same result for pulses propagating either up or down wind.
This implies that it is immaterial whether energy or peak
height is used as the acoustic parameter when seeking corre-
lations with meteorological data.

It might be expected that enhanced or diminished pulses
would have a corresponding increased or decreased energy
content. While this was generally true, 2% of 260 outdoor
cases examined were inconsistent with this hypothesis. These
atypical examples were associated with highly distorted
pulse shapes, as in example~iii ! of Fig. 2~b!. Overall, the
energy of the main peak could change by more than 15%. At
0.6 m, the partially inverted ground reflection could cause
the standardized energy to reach 1.8 with 6% of cases ex-
ceeding 1.5, whereas there were no examples of such ex-
treme increases at either of the other heights. These ground
reflection cases were excluded from the following consider-
ations.

At 2 and 3.4 m the direct and ground reflected pulses
were well separated, however, there was no correlation be-
tween the corresponding peak heights. This implies that the
two paths generally experience different turbulent regimes.
However, the ensemble average of the direct and of the re-
flected pulses were very similar, indicating that the long-term
averaged effect was independent of the path, i.e., the local
turbulence. This has implications for continuous wave calcu-
lations involving direct and reflected components where it is
assumed that both rays experience the same turbulence.13

Further, the fact that two pulses simultaneously traveling
along nearby paths are subject to quite different wind re-
gimes highlights the difficulty of trying to categorize the
nature of the turbulence from measurements at a few an-
emometer positions.

Over 80% of pulse wave shapes were altered signifi-
cantly in a turbulent atmosphere in either up- or downwind
propagation.14 Of those with a reduced amplitude, 61% were
broader with very few narrower, while 55% of the increased
amplitude peaks were narrower with only 4% marginally
wider than the average wave form. Here, pulse widths at half
height were assumed to be the same as the indoor value if
they were within62% of it. Small broad irregularities were
often observable in the tail region, about 25% being in the
same direction as the peak, and 44% in the opposite direc-
tion. Generally, the magnitude of this scattered energy dimin-
ished as the delay increased. All the observed irregularities
occurred within 1.3 ms from the onset of the main peak,
suggesting that the maximum deviation of significant sound
energy from the direct source-receiver path was less than 2
m. In additional experiments, a receiver height of 4 m was
used to give a 2.5 ms clear region before the ground reflec-
tion arrived. Once again, no additional scattered energy
could be detected beyond 1.3 ms, confirming that the signifi-

FIG. 2. ~a! Ensemble averaged indoor~thin lines! and outdoor~thick lines!
pulse wave shapes, each 1.5 standard deviations from the mean. The indoor
peak value is scaled to one.~b! Three examples of outdoor pulse shapes
~thick lines! compared with the indoor reference pulse~thin lines!.

FIG. 3. Standardized peak values for 30 consecutive pulses at microphones
A, B, and C of Fig. 1.
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cant scattering regions lie close to the direct path.
Our data show there are almost as many enhanced as

attenuated pulses, consistent with the average indoor pulse
being almost identical to the ensemble averaged outdoor
pulse. However, when sonic boom measurements7,8 are stan-
dardized to eliminate attenuation with distance effects, the
distribution is skewed as the majority of pulses are markedly
attenuated~Fig. 4!. Skewed distributions were also found in
model experiments using high frequency sparks.15 Our sym-
metric result may arise because of the different scales in-
volved. If the range of our outdoor experiments was ex-
tended, the acoustic pulse histogram may become skewed,
and so the near identicality between indoor and outdoor av-
erage pulses would no longer hold.

III. PULSE AND METEOROLOGICAL INTERACTION

Initially a relationship was sought between pulse flight
time and a measure of the wind speeds along the path. The
additional delay,Dt, due to an effective wind speed,nwind ,
acting over a distanceD is given by,16 Dt57Dnwind /c0

2,
wherec0 is the speed of sound in still air and the minus and
plus signs apply to downwind and upwind propagation, re-
spectively. Wind speeds in the current experiments averaged
63.4 m s21 with maximum instantaneous values up to 10
m s21 but even during the short flight time of a single pulse,
the wind speed varied along the path, so the problem was to
choose the appropriate value fornwind . Time-averaged wind
speeds were measured over an interval exceeding the flight
time at four anemometers equally spaced along the flight
path. When the measured propagation time was compared to
the calculated propagation time using just the source an-
emometer measurement a weak correlation was obtained.
However, including the additional anemometer data along
the path to estimatenwind improved the correlation~Fig. 5!. If
the curvature of the flight path due to wind shear was also
included, the data points fitted closely on a 1:1 line, indicat-
ing that there was no extra delay due to multiple scattering or
other processes. The difficulty of determining an appropriate
nwind emphasizes the need for a detailed knowledge of the
meteorological information.

Unlike the results from long-range and time-averaged
continuous wave propagation studies, where correlations ex-
ist between meteorological and acoustic variables,1,2 no cor-
relation was found in our measurements between pulse
height or energy and a variety of wind speed measures.

These included instantaneous and averaged values from mul-
tiple anemometers, the variance of the wind speed or mean
measures calculated from the application of Taylor’s ‘‘frozen
turbulence’’ hypothesis, i.e., that the wind speed pattern
propagates at a constant velocity,17 to generate a spatial wind
speed trace at the time of shot. Instead of considering indi-
vidual pulse properties, groupings of pulses were used fol-
lowing the approach of continuous wave analyses where the
variance of the acoustic signal is often considered. Data for
over 2400 pulses were sorted into 14 groups, with each
group of about 170 pulses having approximately the same
wind speed spread. The variance for peak heights was deter-
mined for each group and plotted against the various wind
speed parameters described earlier, again with no improve-
ment in the correlation.

As alternative measures of the wind speed variation,
Tatarskii18 used the product of the correlation length,L, and
the variance in the refractive index,^m2&, and also the struc-
ture parameterCv . Using the method in Ref. 19,L was
estimated from a 20 s wind trace centered on the shot. More
than 180 individual wind traces were recorded simulta-
neously at both source and receiver. Rarely did the curves fit
the Gaussian displacement function expected for frozen tur-
bulence. Figure 6~a! shows an example where both source
and receiver autocorrelation functions are initially consistent
within themselves and with the Gaussian model, while a
commonly occurring divergent case is shown in Fig. 6~b!. In
general the correlation lengths fell between 1 and 10 m with
the two corresponding values often closely agreeing, al-
though 50% of them differed by more than 1 m. Whilst the
estimation ofL is questionable,9 it was used to allow appli-
cation of the Tatarskii model and to estimate turbule size as
discussed shortly. Figure 6~c! shows a plot of the variance in
peak height against the parameter^m2&L. The size of the
error bars in Fig. 6~c! was calculated from the variation ofL
occurring within the group. Again, no strong correlation was
observed. Correlation lengths estimated from a 50 ms seg-
ment of the wind speed did not improve the result. Similar
results were obtained whenCv was utilized. The general lack
of correlation amongst the various attempts to relate the me-

FIG. 4. Histograms of peak height for sonic booms~solid! compared to that
of pulse data obtained in this work~hatched!.

FIG. 5. Two examples of calculated vs measured propagation time~squares!
using ~a! mean of two readings~correlation coefficient,r 50.90) and~b! a
cubic fit to four anemometer readings, (r 50.96) showing the improved fit.
Note the data do not follow the 1:1 line, shown dashed, unless a correction
is made for wind shear~circles!.
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teorological and acoustic parameters outlined here led us to
consider an alternative course.

IV. A TURBULE APPROACH

An attempt was made to follow the evolution of a single
pulse over a 15 m range. Experimentally, pulse shape
changes were observed by 5 m while none were detected at
the 0.5 m reference microphone suggesting that scales be-
tween these limits were largely responsible for the distor-
tions. For this narrow size range we assumed that, for sim-
plicity, the turbulent cascade could be modeled by one
effective turbule. Because of the simple nature of the model,
the use of nonspherical turbules20 was considered unneces-
sary. Initially typical literature values were used to specify
the turbule parameters but then two subsequent approaches
made increasing use of the measured meteorological and
acoustical data.

Of 200 wind traces, 20 s long, taken at both source and
receiver positions 15 m apart, only 8% conformed to Tay-
lor’s hypothesis after time shifting. Generally, the average
wind speed at the source and at the receiver differed by about
0.6 m s21. However, instantaneous differences in speed be-
tween the two aligned Taylor’s plots could exceed 2 m s21.
In about 8% of cases there were gross discrepancies. It was
postulated that a significant difference between the time

shifted profiles may indicate the presence of a disturbed re-
gion, or turbule, which could distort the acoustic pulse.

Using the linear array, 4 s wind speed traces, centered on
the shot time were used to deduce the local mean wind speed
at each anemometer. Spatial wind speed profiles were deter-
mined using Taylor’s hypothesis by projecting at 1, 2, 3, and
4 m intervals in both the forward and backward directions
from each anemometer along the array. The 5 m value was
assumed to be equal to that actually measured at the next
anemometer. Upwind and downwind predictions of the pro-
files in Fig. 7~i! can agree quite well, over limited regions or
not at all.

Superimposed on the wind profiles in Fig. 7~i!a–~i!f are
the measured pulse peak height values at each position after
standardization. There is little change in the peak height with
distance in cases~i!a to ~i!c, although in~i!b there are quite
marked variations in the wind speed around the 5 m micro-
phone position. In case~i!d the peak height has marginally
decreased at 10 m but then increases markedly by the 15 m
position, yet there is almost no wind speed fluctuation evi-
dent after the 5 m position, where the peak level is unaltered
from its initial value. In case~i!e there is a steady decrease in
peak height over the whole range although the wind speed
has its greatest change around the 7 m mark. In~i!f, discrep-

FIG. 6. Autocorrelation functions at the source, receiver~thick lines! and for
a Gaussian fit~thin line! where~a! the wind initially conformed with Tay-
lor’s hypothesis and~b! where it disagreed. SuchL values were used in the
plotting of the peak height data as a function of^m2&L shown in~c!. FIG. 7. ~i! Six examples of spatial wind speed variation at time of shot for

upwind ~solid curve! and downwind~dashed curve! conditions. The squares
show the standardized pulse heights at 5, 10, and 15 m, while~ii ! shows the
corresponding pulse shapes at the same ranges.
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ancies between the wind speed traces up to 10 m may be the
cause of the increased pulse height at the 10 m position but
there is no equivalent explanation for the decrease recorded
at 15 m.

The corresponding pulse wave forms recorded at the 5,
10, and 15 m positions are presented in Fig. 7~ii !a–f. The
zero position wave form is essentially the same in all cases
and is not shown here. While the peak values change only
slightly in cases~ii !a to ~ii !c, there are significant alterations
to the wave forms. At the 10 m mark, the start of the pulse
has been reduced in~ii !b and enhanced in~ii !f, although the
wind traces are relatively flat around these sites in both
cases. Overall, there is no obvious, consistent pattern in the
wind traces which correlates with pulse distortion. By moni-
toring the wind conditions at closer spacings, say 1 m as
compared to 5 m, more precise values of the profiles could
be obtained resulting in more reliable estimates of the corre-
lation lengthL and derived turbule parameters.

De Wolf 21 suggested that an isotropic, nearly transpar-
ent turbulent medium could be modeled as an agglomeration
of turbulent eddies with random positions and velocities.
Each turbule is characterized by a Gaussian refractive index
profile,

m~r !5q exp@2~r2r s!
2/s2#, ~1!

wheres denotes the effective size of the turbule in Fig. 8.
When q.0, the wave speed decreases as the center of the
turbule is approached, whileq,0 corresponds to an increas-
ing wave speed. The magnitude ofq depends on the standard

deviation of the refractive index variation,^m2&, and the
number of turbules,N0 , such that

uqu5@8^m2&/~pApN0L3!#1/2, ~2!

where L5A2s is the correlation length. Assuming the
above-noted Gaussian profile form(r ), the scattered pres-
sure componentDP(r ) is given in Eq.~A1!. Depending on
the choice of coefficients~Table I!, a small angle approxima-
tion may be made,3 however, the full second-order calcula-
tion was utilized here.

The resultant distorted pulse is assumed to be the sum of
a direct undistorted pulse and one scattered from a single
spherical turbule positioned at a distancex0 along, andy0

normal to, the source–receiver axis. Both pulses are attenu-
ated according to the inverse square law. The indoor pulse
wave shape at the appropriate range is used as the direct
pulse. To obtain the scattered pulse, the indoor wave shape is
Fourier transformed, then Eq.~A3! with the full second-
order coefficients is applied to each frequency component,
before inverse transforming to obtain the time domain result-
ant. Initially, for calculation purposes, it was assumed that
L52.5 m and ^m2&5531026, typical of meteorological
data quoted in the literature andN051/15 turbule m23, cor-
responding to one turbule in a cylinder 1 m2 in cross section
between the source and receiver. For negativeq, enhance-
ment and peak narrowing occurs, the extent decreasing asy0

~Fig. 8! increases@Figs. 9~a! and ~b!#. By contrast, for posi-
tive q, the negative going scattered pulse can either enhance
or decrease the direct pulse depending on they0 offset. In
Fig. 9~c!, the scattered pulse effectively delays the resultant
pulse while in ~d! it has been diminished and broadened.
Thus this model can generate many of the observed pulse
waveforms.

To achieve a more specific test, pulse wave forms and
the corresponding speed profiles were recorded to estimateL
and henceuqu ands. Three examples of the calculated wave
forms are shown in Fig. 10, wherey0 has been chosen to
give the best fit with the observed pulse, assuming a single
turbule located half way between the source and receiver.
These examples show it is possible to generate the observed
wave form but a better knowledge of the parameters is re-
quired to match magnitudes. Further studies maintained the
value ofy0 , but alloweds to vary by doubling or halving the
measured value ofL. Additionally, bothx0 and y0 were al-

FIG. 8. Scattering geometry for a soft turbule.

TABLE I. Coefficients to be used in Eq.~A3!, depending on the approximation applied.a

First
order

Second-
order
small
angle

Second-
order
full

First
order

Second-order
small
angle

Second-order
full

sx
2 s2

12ia

s2

12ia

s2

12i~a2b!
Kx 2k sinf0 2k sinf0 2k sinf0

sy
2 s2

12ia

s2

12ia

s2

12ia
Ky 0 0 0

sz
2

s2

12ia s2
4D2

41B2sx
2D2 Kz k(12cosf0) k(12cosf0)

k~12cosf0!2
ikBsx

2

2

aa5(ks2/2)(1/(r s1r t)), b5ks2 sin2 f0/2r t , B5k sinf0 cosf0 /rt , D25s2/(12 ib).
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lowed to alter, while keeping the delay of the scattered com-
ponent constant. None of these variations improved the
match between the calculated and measured pulse wave
forms and in some cases was detrimental.

A third test of the turbule theory, which relies almost
entirely on measured data, involves using both wind speed
profiles and one of the pulse wave forms obtained simulta-
neously, e.g., one of the data sets from Fig. 7. In this ap-
proach, a turbule is assumed to be located at anx position
where there is a significant difference between upwind and
downwind profiles, i.e., where Taylor’s hypothesis has failed,
such as atx53 m in Fig. 11~a!. L and^m2& were determined
from the average of the values at the two measuring stations
nearest to the turbule. The sign ofq was found from the
change in peak height of a measured wave form, in this case
the pulse at 5 m. The optimumy value was obtained from the
best fit between the reconstructed and measured wave form,
again at the 5 m position. Using this information, the ex-
pected pulse shapes at 10 and 15 m were predicted and com-
pared with the measured wave forms, as shown in Fig. 11~b!.
The optimum offset was 0.1 m atx53 m, however, these
choices give a reasonable but not exact fit to the 5 m wave
form. At the 10 and 15 m positions, a noticeable scattered
pulse is predicted to arrive almost simultaneously with the
direct peak. Overall, the calculated wave forms match the
measured wave form at 15 m but not at the 10 m position,

where experimentally no significant change was observed
from the 5 m wave form. In terms of the analysis, the wave
form at 15 m was considered as a ‘‘match’’ whilst the pulse
at the 10 m position was considered a ‘‘no-match’’ result.

The possibility of effectively having two spherical tur-
bules along the flight path was also considered. In 3 of the 19
wind speed profiles investigated in detail, the velocity profile
suggested it was necessary to invoke a two-turbule structure.
In these cases, two of the three available wave forms had to
be used to generate the turbule parameters, leaving only one
pulse shape to be predicted. Of the 7 cases where the wind
profiles suggest that no turbule was present, there were only
three cases where all the wave shapes, i.e., at 5, 10 and 15 m,
showed no significant distortion. However, in the other four
cases considerable changes were observed at one micro-
phone and, in one case, at all three microphones. In a differ-
ent case a turbule was apparently present at 3 m yet there
was no observable difference to the wave forms at either 5 or
10 m. So the technique of using wind profile differences to
predict the presence of a turbule is limited. Of the remaining
11 cases where calculations were possible, 3 required a two
turbule model leaving 19 wave shapes to be predicted. Of
these 7 out of the 8 were correctly matched at 10 m and all at
15 m. This high predictability is, however, reduced to 76% if

FIG. 9. Calculated pulse wave forms using the full second-order approxi-
mation for negative and positiveq at two turbule offsets,yO , assumingL
52.5 m, ^m2&5531026, and a density of 1 turbule per 15 m3.

FIG. 10. Calculated pulse wave forms using the full second-order approxi-
mation whereL, uqu, ands were obtained from measured spatial wind speed
profiles, compared with measured wave forms. For reference, also shown
are the indoor 1.5 standard deviation lines.
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the 7 cases where no turbule seemed to be present, are in-
cluded.

V. CONCLUSION

Over 80% of the thousands of recorded outdoor pulses at
16 m were distorted, however, the ensemble averaged out-
door pulse wave forms agreed quite closely with the undis-
torted indoor wave form. Results outdoors depended very
much on the meteorological conditions along the particular
flight path, as evidenced by the different distortions suffered
by rays diverging by only a few degrees. This applied to both
direct transmissions and those reflected from the ground. Av-
erage results were independent of the propagation direction
either upwind or downwind.

Despite the pulse flight time measurements indicating
that the measured wind conditions along the flight path were
relevant to the behavior of the individual pulse, no signifi-
cant correlation was found between the changes in peak
height or the energy content of individual pulses and many
different measures of the fluctuations in the wind speed. The
weak trend possibly apparent in Fig. 6~c! was by far the most
significant relationship detected. Nearly adjacent paths may
experience different turbulent regimes. This finding has im-
plications for continuous wave calculations.

Attempts to predict up- and downwind speed profiles
from anemometers spaced 5 m apart met with limited suc-
cess, indicating the space sampling was not fine enough. This
is compounded by the need to involve off axis measure-

ments. Future characterization of outdoor wind speed re-
gimes will require very comprehensive instrumentation to
obtain meaningful data. The need for adequate wind speed
information could also be relevant to applications such as
computer tomography where relative pulse flight times are
used to identify a source location.22

An effective single turbule model predicted almost all of
the observed outdoor peak distortions and allowed all the
turbule parameters to be predicted, except for the sign ofq
which had to be determined from whether the pulse was
enhanced or reduced. Alternatively, the turbule parameters
can be found by matching the wind speed profile. From our
preliminary investigation, when differences in wind speed
traces and corresponding changes to the pulse wave form can
be linked, the scattering calculations reliably predict pulse
behavior along the propagation path. The major limitation
lies in reliably establishing the presence of a turbule. Perhaps
a closer anemometer spacing would allow a more precise
location and determination of the number of turbules, though
it should be noted that the spacing was related to the size of
the turbule that would be detected. The model predictions
were based on the questionable estimates ofm andL, which
gave turbule diameters between 1 and 3 m. The success of
the calculations suggest that these values are not critical.

While the current single effective turbule model can ex-
plain many of the peak distortions it does not successfully
explain the delayed irregularities, either upright or inverted,
observed in the tail of many pulses. To get such long delays,
a turbule has to be located well away from the direct path,
implying relatively large scattering angles. For this condition
a turbule is a very inefficient scatterer giving rise to ampli-
tudes much less than those observed. However, more com-
plex mechanisms20 may prove useful in explaining these
long delayed components.

Measurements by others over long ranges have invoked
large arrays of turbules of various symmetries.7,20 However,
the current experiments are quite different as they involve
much shorter times and distances. No significant distortions
were observed at the reference microphone suggesting that
scales less than 0.5 m do not contribute strongly to scattering
in these experiments. Distortions are evident at 5 m implying
that such scales are important. This limited scale range sug-
gests that for our pulse experiments a single effective turbule
model may be sufficient. Indeed, many of our results are
consistent with turbule sizes of the order of 1 to 2 m. Fur-
thermore, the experimental observation that the direct and
ground reflected pulses experience quite different turbulent
regimes is consistent with turbule scales around a meter.
Moreover the dominant energy of our pulses10 corresponds
to a wavelength around a meter, suggesting that the pulses
will interact with turbules of this scale.9 Thus we were con-
cerned with predicting the properties and position of an ef-
fective turbule, not with ensemble averages. Whilst by no
means completely successful, this work supports the poten-
tial of this approach in estimating the turbule parameters.
Further development would require much more detailed
knowledge of the meteorological conditions.

FIG. 11. ~a! Measured spatial wind profiles and predicted profile for the case
of Fig. 7~i!d. ~b! Predicted pulse shapes at 10 and 15 m for this case. The 5
m curve is not a prediction but is the best fit based on optimum parameter
values.
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APPENDIX

Following Eq. ~A7! of McBride et al.,3 the change in
pressure at the receiver due to scattered energy from a tur-
bule located atr 8 can be shown to be

DP~r !52
Ak2

2p E
Vol

m~r!

ur2r 8u
eik~ ur2r8u1ur8u!

ur 8u
d3r 8, ~A1!

whereA is amplitude of the unperturbed source,m~r! is the
Gaussian refractive index profile of the turbule, located at O
in Fig. 8. In terms ofr s , r t and f0 , ur2r 8uur 8u'r sr t and
ur 8u1ur2r 8u, to second order inr/r s or r/r , is

ur 8u1ur 82r u5r s1r t1
r2

2 S 1

r s
1

1

r t
D sin2 c1r cosc

3~12cosf0!2r sinc cosu sinf0

2
r2

2r s
cos2 c2

r2

2r t
~sinc cosf0 sinf0

2cosc cosf0!2. ~A2!

If these expressions are substituted into Eq.~A1! we obtain

DP~r!52A
Ap

2
qk2

eik~r s1r t!

r sr t

3sxsysze
2$Kx

2sx
2/41Ky

2sy
2/41Kz

2sz
2/4%. ~A3!

The coefficients are shown in Table I when Eq.~A2! ~a!
simplifies to first order,~b! retains the second-order terms but
applies the small angle approximations such that
sinf0 cosf0 and sin2 f0 are zero and cos2 f0 is 1 ~which
leads to the expression used by McBrideet al.3!, and ~c!
remains at the full second order. The first-order results are
significantly less than those of the other two at smally off-
sets but diminish only slowly asy increases. The McBride
and full second order almost agree at low offsets but the full
scattering magnitude diminishes rapidly asy increases com-
pared to the McBride approximation. In terms of dispersion,
the full second-order result indicates that only the lowest
frequencies are scattered toward the receiver at larger offsets.
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The nonlocal boundary conditions~NLBCs! for high-order finite-difference parabolic equations
~PEs! are obtained byZ transformation of the discrete PE in a homogeneous medium. The
considered NLBCs include the free-space radiation condition, possibly with a density jump at the
NLBC interface, the NLBC at an arbitrary impedance interface, and the NLBCs for sources and the
starting field beyond the NLBC interface. The derivation is presented for the multiterm Pade´ PE
model OWWE~one-way wave equation!, but the developed technique is applicable to a broad class
of finite-difference PEs. The obtained NLBCs are exact for the given finite-difference scheme. They
are not limited by the order of Pade´ approximation or by the PE steps in range and depth. The NLBC
convolution coefficients are calculated by the numerical inverse-Z transformation. The accuracy and
performance of the algorithm are analyzed for several benchmark problems. The solution is robust
for the range steps over 25 wavelengths and/or the approximations up to the tenth order. The NLBCs
are faster and more accurate for large steps because fewer previous range steps contribute to the
convolution. Precomputation of the NLBC coefficients may be required in time-demanding
applications. The results are compared with earlier proposed NLBCs for high-order PEs. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1802811#

PACS numbers: 43.30.Dr, 43.30.Gv, 43.30.Ma@JBS# Pages: 2864–2875

I. INTRODUCTION

An acoustic field is defined by the propagation equa-
tion~s! along with the appropriate initial and boundary con-
ditions ~BCs!. The boundary could be a physical limit of the
spatial domain or a discontinuity in acoustic properties be-
tween two adjacent media. The radiation condition1 is a spe-
cial kind of BC that is applied at the infinity to ensure that
the field consists of outgoing waves only. Similar interface
and radiation conditions appear in the exact two-way propa-
gation problems and in one-way approximations.

The interface conditions are commonly expressed in
terms of spectral components of the field. The examples are
an interface between two liquids,2 a wind-driven sea surface,
and a rough underside of ice.3,4 Finite-difference PE models
operate with the entire field without splitting it into spectral
components. Therefore, many spectral BCs cannot be used
directly in such algorithms.

The radiation conditions are applied when the spatial
domain of the problem is unbounded. The model truncates
the computational domain, and the BC~s! imposed at the ar-
tificial boundary must imitate the original problem. Usually,
PE models implement the radiation condition by appending
an absorbing layer to the medium and setting the field to zero
at the opposite boundary of the layer.3 This technique intro-
duces the additional adjustable parameters such as the at-
tenuation and thickness of the absorber. With the appropriate
parameters, the method produces accurate results at the ex-
pense of increased computational domain, hence, time.

In underwater acoustics, the unbounded medium is the
ocean bottom and the attenuating layer is commonly referred

to as false bottom. Applicability of the false-bottom approach
is facilitated by the absorbing nature of the physical bottom.
As a rule of thumb, the thickness of the attenuating layer is
one third of the water column;5 hence, the computational
overhead is about 30%. The overhead is substantially larger
for wide-angle shallow-water problems, reaching the order of
15 in some cases.6,7 The substantial overhead is typical in the
acoustics of atmosphere and radio wave propagation.8–10

Both the spectral and radiation BCs can be incorporated
into the PE models using the technique of nonlocal boundary
conditions ~NLBCs! introduced independently by
Papadakis,11–13 Baskakov and Popov,14 and Marcus.15 The
first NLBCs11,12 replaced the approximate false-bottom ra-
diation condition in the standard PE with a homogeneous
acoustic bottom. The PE problem in the infinite domain was
transformed into an equivalent problem in a bounded do-
main. Similar results were obtained for diffraction
problems.14 The NLBC approach was generalized to treat
elastic boundaries.12,13 In the early NLBCs, the medium be-
hind the artificial boundary was assumed homogeneous.
Later, NLBCs were obtained for media with linear depth
dependence of the refraction index and for simple quasistrati-
fied media.9,16,17 Several NLBC generalizations for higher-
order PEs were considered.13,17–23

Most of the proposed NLBCs are derived by Laplace or
Fourier transformation of the parabolic differential equa-
tions, substitution of the spectral BCs, and then inverse
Laplace or Fourier transformation. The resulting NLBC is a
convolution integral of the field along the boundary at the
previous ranges. The convolution kernel is obtained from the
inverse transformation that can be performed analytically in
some cases.12,13,17 Numerical inverse transformation is re-
quired for more complicated boundaries.12,13a!Electronic mail: dmitrym@acres.com.au
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A group of alternative NLBCs was obtained directly for
the discrete implicit finite-difference~IFD! PEs using theZ
transformation21 or decomposition of the boundary condi-
tions into a series of the translational operator.18,24 These
techniques are closely related as shown below.

Despite significant research efforts, the available NLBCs
are inadequate for the state-of-the-art PE models. Most
NLBCs were obtained for low-order PEs: the standard
PE,11,15,18,20the Claerbout PE,15,18,20and IFD PE based on a
general@1,1# Padéapproximation,13,21 or a high-angle PE.15

The wide-angle capabilities of these NLBCs are the same as
those of the underlying equations and are insufficient for
many shallow-water problems.

Papadakis13 derived an NLBC directly for the one-way
Helmholtz equation. Formally, his NLBC has unlimited
wide-angle capability. However, it was not implemented in a
computer model. A similar NLBC that was proposed in Ref.
20 revealed computational instability.

NLBCs derived for the standard and Claerbout PEs can
be applied to a wider-angle multiterm Pade´ PE.18,20 In doing
so, the original unbounded problem is only approximately
transformed into a bounded problem. No analytic estimates
are available for the accuracy of such approximation. The
examples in Refs. 18 and 20 refer to relatively narrow-angle
problems that are presumably within the angular limitations
of the low-order PEs. The unconditional stability of the origi-
nal multiterm Pade´ IFD equations was violated because the
obtained numerical schemes proved unstable for large range
steps.

Almost all NLBCs were obtained for the differential PEs
and not for the discrete PEs~but see Refs. 18, 21, and 24,
and thesemidiscreteapproach of Refs. 23 and 25!. The NL-
BCs were expressed as convolution integrals and then dis-
cretized. However, the PE and the integral NLBC must be
discretized consistently. Independent discretization produces
NLBCs that are no longer exact and can render the numerical
scheme only conditionally stable.21 The discretization may
have lower asymptotic accuracy than the discrete PE.

The present paper is aimed at constructingexact discrete
NLBCs for arbitrary high-order PEs with rational~e.g., Pade´!
approximations of the square root or exponential operators.
Such conditions provide exact transformation of the semi-
infinite discrete problem into a finite computational grid.
Thus, the numerical scheme with NLBCs has the same
energy-conservation, wide-angle, and accuracy properties as
the original PE solution. The approach is largely inspired by
Arnold and Ehrhardt.21 The discrete NLBCs are necessarily
specific for a discrete finite-difference algorithm. The analy-
sis below uses the recursive multiterm Pade´ scheme of the
model OWWE.26

II. THE IFD SCHEME OF OWWE MODEL

The OWWE model is based on an innovative one-way
wave equation by Godin;27 hence, the acronym. Mikhin26

generalized the equation to include the source terms and to
account for the medium motion. The solutions of the differ-
ential OWWE are strictly energy conserving and reciprocal.
These properties are preserved in the numerical model.26,28

The Godin’s equation for a 2D propagation problem in
Cartesian coordinates rangex and depthz is

]

]x
@r21/2Ĝ2C#5 ik0r21/2ĜĜ2C. ~1!

Here,C is the complex pressure envelope,k05vc0
21 is the

reference wave number,c0 is the reference sound speed,v
52p f , andf is the sound frequency. The medium densityr
may depend on both coordinates. The operators areĜ5(1
1X̂)1/221, Ĝ25(11X̂)1/4, and

X̂5
1

k0
2 H r

]

]z F1

r

]

]zG1k22k0
2J .

To simplify the formulas, the medium is assumed at rest.
Generalization to moving media is considered below. In a
stratified medium, OWWE~1! is equivalent to the one-way
Helmholtz equation by Tappert.29 In general range-dependent
media, the two equations are essentially different and
OWWE has better asymptotic accuracy.27

The available numerical solutions of OWWE~1! use the
Crank–Nicolson scheme in range26 or the exponential
propagator28 by Collins.30 The second algorithm is outlined
below. Equation~1! is first rewritten in terms of the local
energy fluxU5r21/2Ĝ2C

]U

]x
5 ik0r21/2Ĝr1/2U. ~2!

This equation is solved at a uniform discrete meshxn

5nDx, zj5 j Dz. Assume that the medium is layered over a
range stepDx. In range-dependent problems, the medium
properties are taken in the middle of the step atx5xn

1Dx/2. The analytic solution of Eq.~2! is

Un115r21/2Ŝ@r1/2Un#, Ŝ5exp~ ihxĜ!, ~3!

where Un5U(xn) and hx5k0Dx. The product Pade´ ap-
proximation of the exponential propagatorŜ yields

Un115r21/2F )
l 50

L21
11ẇlX̂

11wlX̂
Gr1/2Un. ~4!

Calculation of coefficientswl , ẇl was considered in Ref. 30.
The recursive solution of Eq.~4! is

F11
wl

r1/2
X̂r1/2GUn,l 115F11

ẇl

r1/2
X̂r1/2GUn,l . ~5!

Here,Un,l , l 50,...,L21 is the energy flux on thelth partial
step of thenth complete step of the PE;Un,05Un andUn,L

5Un11. As in Ref. 30, the IFD scheme~3!–~5! allows large
range steps and fast advance of the solution. The discrete
equations ~5! are solved by introducing new unknown
functions26,28

Qn,l5
1

2
~11g lX̂!21$r1/2~Un,l 111Un,l !%.

Here,g l5(wl1ẇl)/2. The quantitiesQn,l represent the par-
tial acoustical pressures at the corresponding substeps of the
IFD scheme.26,28In terms ofQn,l , each partial equation~5! is
transformed into a system

2865J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Dmitry Mikhin: Exact discrete nonlocal boundary conditions



Un,l5r21/2@11wlX̂#Qn,l ,
~6!

Un,l 115r21/2@11ẇlX̂#Qn,l .

The first equation is solved forQn,l ; the result is substituted
into the second equation to find the energy flux on the next
substep. The depth operator is discretized as26

~X̂Q! j5r jhz
22$t j~Q j 112Q j !2t j 21~Q j2Q j 21!%

1~kj
2k0

2221!Q j . ~7!

Here,t j50.5(r j 11
21 1r j

21) andhz5k0Dz.
The Crank–Nicolson scheme26 results in the same finite-

difference equations~6! with the coefficientswl5g l2 ihxa l

andẇl5g l1 ihxa l . Here,a l , g l are the Pade´ coefficients in
the sum approximation of the operatorĜ. When the model
uses the Pade´ coefficients from Ref. 30, the solution corre-
sponds to the exponential propagator~3!. Alternatively, the
solutions with various Pade´ approximations ofĜ ~Refs. 26
and 31–33! correspond to the Crank–Nicolson scheme. The
IFD solver is the same in both cases.

III. DISCRETE NONLOCAL BOUNDARY CONDITIONS

The typical environment consists of the water column,
the bottom, and the homogeneous deep bottom~Fig. 1!. The
water and bottom properties may depend on range and depth.
Two types of NLBCs may be required. The first corresponds
to the BC at the surface that may describe the finite imped-
ance of the water–air interface or the sound scattering by
waves. The NLBC at a pointxA depends on the field history
along the surface forx,xA .

The second NLBC replaces the radiation condition in
the deep bottom. It is applied along the artificial boundary
z5zBC in the homogeneous bottom. Alternatively, this
boundary may correspond to a horizontal interface between
two media, e.g., a sediment layer and the deep bottom. Such
NLBC should account for both discontinuities in the medium
properties and the radiation condition. The starting field for
the PE model at a rangex0 may be nonzero below the NLBC
interface. Such initial conditions may be produced by an ex-
ternal program or by sources located below the interface.

Then, the NLBC at pointxB depends on the field history for
z5zBC, x,xB , and on the initial field forx5x0 , z,zBC.
Similarly, an initial field or sources above the surface would
contribute to the surface NLBC at the pointxA . The contri-
butions from the initial and near-boundary fields into the
NLBCs are additive and allow independent analysis.

A. An artificial boundary within a homogeneous
bottom

This type of NLBC was the first to appear in underwater
acoustics. An artificial boundaryzBC5(J11/2)Dz is placed
in the homogeneous bottom with the refraction indexNb .
The starting field is zero below the boundary. In particular,
this is true in the most common case when the field is pro-
duced by a source located in the water. Foruzu.RL.51,
whereRL is a convergence radius, theZ transformation34 in
range is defined as

Z$Fn,l%5 (
n50

`

Fn,lz2n. ~8!

The transformation uses the function valuesFn,l at the same
substeps of the subsequent full steps of the PE. The transfor-
mation variable is denotedz to reserve the common notation
z for the depth coordinate. TheZ transform of Eqs.~6! is

ul5
1

Ar
@11wlX̂#q l , ul 115

1

Ar
@11ẇlX̂#q l , ~9!

whereul(z)5Z$Un,l% andq l(z)5Z$Qn,l%. Recursive solu-
tion of these equations forl 50,...,L21 gives a relationship
betweenuL and u0. Alternatively, they are related by the
Z transformation shift rule: uL5Z$Un,L%5zZ$Un21,L%
5zZ$Un,0%5zu0. Therefore

zu05 )
l 50

L21
11ẇlX̂

11wlX̂
u0. ~10!

The discretization~7! transforms Eq.~10! into a difference
equation with constant coefficients. Its solution has the form
uj

05m j 2J, and X̂u05su0, where s5hz
22@m221m21#

1mb , mb5Nb
221. Together this yields the dispersion rela-

tionship for the plane waves in the finite-difference OWWE

z5 )
l 50

L21
11ẇls~m!

11wls~m!
. ~11!

This Lth-order polynomial equation hasL complex roots
sm(z). The discrete vertical wave numbers are obtained by
solving

m221m215hz
2@sm~z!2mb#. ~12!

For any rootsm(z), there are two wave numbersmm
(1,2)(z). If

m satisfies~12!, thenm21 also satisfies~12!. Hence, one of
the wave numbers is by modulo less than 1 or, ifumm

(1,2)u
51, one of the wave numbers has a positive phase. This
wave number further denoted asmm corresponds to a wave
propagating downward away from the boundary; the other
corresponds to a wave propagating upward. For any horizon-
tal wave number, the discrete solution hasL downward-
propagating waves. There is only one such wave in the

FIG. 1. The environmental layout of the problem.
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pseudodifferential OWWE~1!. The difference occurs when
the operatorŜ ~or Ĝ! is replaced by its multiterm Pade´ ap-
proximation.

The stability conditions on the Pade´ approximation of
the operatorŜ require that the product in Eq.~11! by modulo
does not exceed 1 for anys with a non-negative imaginary
part. Given thatuzu.1, the solution of Eq.~11! is possible
only for T(s),0. The bottom absorption is non-negative.
Hence, the right-hand side of~12! has a negative imaginary
part andummu51 cannot be a solution. Physically, this means
that the downward-propagating waves strictly attenuate in
the energy-conserving scheme and/or in absorbing media.

Any solution of Eq.~9! satisfying the radiation condition
is a linear combination of theL downward-propagating
waves

uj
l 5r21/2(

m50

L21

Bm
l mm

j 2J , q j
l 5 (

m50

L21

Am
l mm

j 2J . ~13!

The coefficients in these series are related by~9! as

Bm
l 115

11ẇlsm

11wlsm
Bm

l , Am
l 5

Bm
l

11wlsm
; ~14!

therefore

Am
l 5r lmBm

0 , where r lm5
P j 50

l 21~11ẇjsm!

P j 50
l ~11wjsm!

.

The discrete BCs for the scheme~6! are written in terms of
partial pressuresQJ

n,l , QJ11
n,l at the near-boundary nodes of

the discrete mesh. Hence, the NLBC should give a relation-
ship between these quantities or, equivalently, betweenqJ11

l

andqJ
l . Using Eq.~13! for qJ

l andqJ11
l , theZ-transformed

NLBC is obtained as

qJ115RMR21qJ . ~15!

Here,R5ir lmi , qj5(q j
0
¯q j

L21)T for j 5J, J11, andM is
a diagonal matrix of the wave numbersmm . The NLBC in
the original coordinate space is given by the inverseZ trans-
formation of ~15!

QJ11
n 5 (

m50

n

Tn2mQJ
m . ~16!

The matrix sequenceTm is the inverseZ transform of the
matrix T(z)5RMR21, and the vectors are Qj

n

5(Q j
n,0
¯Q j

n,L21)T, j 5J, J11. For the special case ofL
51, the NLBC~16! coincides with the discrete NLBC of the
Claerbout PE.21

The convolution~16! gives the exact discrete NLBC for
the considered problem. Calculation of the inverseZ trans-
formation of T~z! is considered in Sec. IV. Now, consider
only the first elementT0 that equals the limit ofT for uzu→`.
According to ~11!, sm'2wm

21 for large uzu. Hence, r lm

5O(z) for l>m and r lm5O(1) for l ,m; i.e., R'zL and
R21'z21L21, whereL is a lower triangular matrix. The
wave numbersmm and the matrixM have no singularities for
largeuzu. Therefore,T0 is also a lower triangular matrix. This
establishes the causality of the NLBC~16!. The partial pres-
sure QJ11

n,l on the substepl of the stepn depends on the

already known quantities: the partial pressuresQJ
m,k on all

the substepsk50,...,L21 of the previous stepsm,n and
the partial pressuresQJ

n,k on this and the previous substeps
k50,...,l of the current step.

B. An interface between two media

The previous subsection assumed that both depth nodes
j 5J, J11 used in the NLBC are located within the same
homogeneous layer. Now, consider a modified problem when
the NLBC is applied at an interface of two media. The node
J is in the upper medium, whereas the nodeJ11 is in the
homogeneous lower medium. The upper medium has con-
stant sound speed and density along the boundary. As earlier,
the initial field is assumed zero below the NLBC boundary.

The partial pressures at the boundary nodes are related
by the discrete boundary conditions26

tJ,,~QJ11,,
n,l 2QJ,,

n,l !5tJ,.~QJ11,.
n,l 2QJ,.

n,l !,
~17!

QJ11,,
n,l 1QJ,,

n,l 5QJ11,.
n,l 1QJ,.

n,l .

The indexes, and. refer to the respective quantities in the
lower and upper media. In the lower medium, the trans-
formed partial pressures are linear combinations~13! of the
downward-propagating waves. The same NLBC~15! is
valid: qJ11,,5T,(z)qJ,, . Substitution of this relationship
into the Z transformation of~17! gives the NLBC for the
considered problem

qJ11,.5@gT,1E#@T,1gE#21qJ,. . ~18!

Here, g5(tJ,.1tJ,,)/(tJ,.2tJ,,) and E is a unit L3L
matrix. The inverse-Z transformation of~18! gives the NLBC
in the coordinate space that is analogous to~16!.

In the limit of identical media, the NLBC~18! coincides
with ~15!. If the density of the lower medium tends to infin-
ity, then g→1 andqJ11,.→qJ,. . The inverse-Z transfor-
mation of this relation gives the expected local BC at a rigid
surface. For the opposite limit of infinitely small density of
the lower medium,qJ11,.→2qJ,. , which transforms into
the local BC at a pressure-release surface.

C. A general impedance boundary

Assume that the medium is bounded by a horizontal
interface with a known impedanceG. The interface may be a
rough sea surface, or a boundary of a bottom layer. The
derivation is presented for the lower boundary. The acousti-
cal field within the upper medium is described by Eqs.~6!
and~7!. The propagation equations might differ in the lower
medium; e.g., this medium can support elastic waves not
described by the acoustical OWWE. The upper medium is
homogeneous along the interface. Below the interface, the
initial field is zero. The problems considered above are spe-
cial cases of this general problem.

The last depth horizon in the upper medium has an index
J. The nodeJ11 is on the other side of the interface. The
Z-transformed partial pressures and energy fluxes in the up-
per medium near the interface are linear combinations of
plane waves
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uj
l 5r21/2(

m50

L21

~Bm
l ,1mm

j 2J1Bm
l ,2mm

J2 j !,

~19!

q j
l 5 (

m50

L21

~Am
l ,1mm

j 2J1Am
l ,2mm

J2 j !.

The amplitudesAm
l ,6 , Bm

l ,6 are related by Eqs.~14!. The
amplitudes of waves propagating to and from the interface
are related by the impedance BCs for the corresponding ver-
tical wave numbers. Consider a pair of incident and reflected
plane waves,f j

m5Am
1mm

j 2J1Am
2mm

J2 j . The discrete imped-
ance BC for this field is

Gm52 ivrJ

0.5~fJ11
m 1fJ

m!

~Dz!21~fJ11
m 2fJ

m!

5
2 ivDz

2tJ

Am
1~mm11!1Am

2~mm
2111!

Am
1~mm21!1Am

2~mm
2121!

.

Hence,Am
25VmAm

1 , where

Vm5mm

Gm8 ~12mm!111mm

Gm8 ~12mm!212mm

, ~20!

and Gm8 52i tJGm /vDz. Together with~14! and ~19!, this
yields a relationship between the transformed partial pres-
sures at the near-boundary horizons

qJ115R@M1VM21#@E1V#21R21qJ . ~21!

Here, V is a diagonal matrix of the reflection coefficients
~20!. The inverse-Z transformation of~21! gives the NLBC
in the coordinate space.

D. The initial conditions

A nonzero initial field on the other side of the NLBC
interface contributes to the BCs. The contribution has been
typically ignored in underwater acoustics, which is partially
justified as most proposed NLBCs replaced the radiation
condition in the deep bottom where the field is low. In some
cases, however, the contribution of the starting field is im-
portant. If the initial field is taken from an external model,
and one looks for the NLBCs at the water–bottom interface,
the initial field is appreciable shallow in the bottom. Another
example is generation of sound in the water by an airborne
source located above the NLBC boundary at the sea surface.
The proper account for a nonzero initial field may be impor-
tant in atmospheric acoustics, quasioptics, and radio wave
propagation.8–10,17

Assume that the PE solution on the first step is initial-
ized by the energy fluxU j

0,0. To obtain the contribution of
this initial field to the NLBCs, consider an auxiliary problem
of calculating the field in the quadrantn>0, j >J from the
starting fieldU j

0,0, j .J, and known partial pressuresQJ
m,k ,

m<n, k50,...,L21 at the boundary~cf. Refs. 9 and 17!.
The resulting expression for calculating the partial pressures
QJ11

n,l from QJ
m,k andU j

0,0 will give the NLBC for the con-
sidered problem.

The solutionU, Q of the auxiliary problem can be rep-
resented asU5V1W, Q5F1J. Here,V, F is the solution

produced by the initial field under zero boundary conditions
FJ

m,k50, whereasW, J is the solution for zero initial field
and boundary conditionsJJ

m,k5QJ
m,k . The solution of the

second problem at the depth nodeJ11 is given by the
NLBCs from the previous subsections. To findFJ11

n,l , the
discrete OWWE solution for an elementary initial field of
energy flux~see the Appendix! is applied. TheZ-transformed
solution for the initial fieldUk

0,0d jk and zero boundary con-
ditions is

f j
l 5Uk

0,0(
m50

L21

Am
l ~mm

u j 2ku2mm
u j 22J1ku!. ~22!

Here,f is theZ transform ofF and the coefficientsAm
l are

given by ~A3!–~A5! and ~14!. The solution for an arbitrary
U j

0,0 is a superposition of the fields~22!

fJ11
l 5 (

m50

L21

Am
l ~mm

212mm!F (
k5J11

`

Uk
0,0mm

k2JG . ~23!

The inverseZ transformation of~23! yields the contribution
of the initial energy flux into the NLBCs.

Alternatively, the OWWE solution may be initiated by
acoustical source~s! located behind the NLBC interface, or
by a starting field of acoustical pressure, or by both the
sources and some starting field. The NLBCs for all these
problems are obtained similar to~23! using the elementary
solutions of OWWE obtained in the Appendix.

The NLBC ~23! implies that sound propagation in the
quadrantn>0, j >J is described by the IFD scheme~6!. The
medium homogeneity in the quadrant allows a direct solution
of the differential OWWE or of the wave equation for the
given initial and zero boundary conditions. However, the
BCs for the PE in the upper medium are written in terms of
partial pressures, and no technique is available to partition
the obtained full acoustic pressure into the partial pressures.

E. NLBCs for moving media

To the author’s knowledge, NLBCs have never been
considered for sound fields in heterogeneous moving media.
This agrees with the original purpose of the NLBC12 to re-
produce the radiation condition in the motionless ocean bot-
tom. However, the medium motion may be important in
other NLBC applications. For example, sound scattering at a
rough sea surface may depend on the near-surface flow.
Sound propagation in atmosphere is strongly affected by the
wind. The wind must be accounted for in both the impedance
NLBC at the surface and the radiation NLBC at the artificial
upper boundary.

Fortuitously, the NLBCs for moving media are similar to
those for media at rest. Following Sec. III C, consider the
NLBC at a horizontal interface with a known impedance.
The discrete propagation equations for moving media are
given by Eqs.~3.5,3.6,4.4! of Ref. 26 ~further, the notation
~3.5!26 is used for formulas in the referenced literature!. In a
homogeneous medium, theirZ transformation is

ul5
1

As
@11wlX̂#q l , ul 115

1

As
@11ẇlX̂#q l . ~24!
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Here,s5rb3 and b512vc0
21 is the local Doppler factor

of the in-plane current componentv. The operatorX̂ for
moving media is given by~2.2!.26 The partial pressures are
now defined as

Qn,l5
1

2
~11g lX̂!21$s1/2~Un,l 111Un,l !%.

Equations~24!, the boundary conditionsUn,L5Un11,0, and
the Z-transformation shift rule produce the same dispersion
relationship~11!. The vertical wave numbers are now ob-
tained from

m221m215hz
2@sm~z!2b~Nb

2b221!#. ~25!

The transformed partial pressures and energy fluxes near the
surface are given by the linear combinations~19! with the
wave numbers from~25! and the factorr21/2 replaced by
s21/2. The same derivation as in Sec. III C again results in
the NLBC ~21! with the reflection coefficientsVm given by
~20! andtJ50.5(sJ

211sJ11
21 ).

The other proposed NLBCs are generalized to the mov-
ing media similarly.

IV. NUMERICAL IMPLEMENTATION AND EXAMPLES

The previous section left out the problem of calculating
the inverse-Z transformation of the NLBCs~15!, ~18!, etc.
The NLBCs of the standard, Claerbout, and the pseudodif-
ferential PEs11–13,17,21in a homogeneous bottom allowed ex-
act analytic evaluation of the inverse Laplace~or Fourier, or
Z! transformations. No analytic inverse transformation is
available for more complicated impedance boundaries.12 The
transformation matricesT for the proposed NLBCs of mul-
titerm PEs can be found explicitly for the schemes withL
<4, but the results are cumbersome. For higher-order Pade´
approximations, the dispersion equation~11! cannot be
solved analytically.

The matrices in the convolution series~16! can be found
by the numerical inverse-Z transformation.35 The algorithm
implemented in a subroutine ENTCAF evaluates the Taylor
coefficients of an analytic functionf (h)5( j 50

` aj (h2h0) j

for uh2h0u,Rc . Here,Rc is the radius of convergence of
the Taylor series. The Cauchy’s theorem gives the integral
representation of the coefficientsaj through contour integrals
over a circleuh2h0u5r , r ,Rc . ENTCAF calculates the
normalized Taylor coefficientsã j5r jaj that are conveniently
evaluated to the same absolute accuracy; the desired accu-
racy « r is provided by the user. The algorithm returns the
number of estimated coefficientsK, the approximationsã j

(K) ,
and the estimated accuracy«e . Supposedly, they satisfyuã j

2ã j
(K)u,«e for 0< j ,K, uã j u,«e for j >K, and «e,« r .

The requested accuracy may not be achieved, e.g., due to
computational errors in the function values.

The change of variablesh5z21 transforms the Laurent
series~8! into the Taylor series at the pointh050. ENTCAF
evaluates the Taylor coefficients of a scalar function, whereas
Eq. ~16! needs the series of a matrix. The transformation
matrix T of the respective NLBCs is precomputed atKL

points of a circle. Then, ENTCAF is invoked to calculate the
Laurent seriesTm ~16! for one matrix element at a time using

the precomputed values. To improve the accuracy and allow
larger K, the routine was rewritten to use double-precision
variables.

The convolution kernels of low-order NLBCs11,17,20de-
cay with range asr 21/2. Some NLBCs have a slower decay
rate of log(r), or even tend to a constant forr→`.17 There
are no analytic estimates for the NLBCs proposed in this
paper. Assuming the same typical behavior, the convergence
radiusRc should be about 1. The slow asymptotic decay also
means that the convolution matricesTm are required up to a
high-orderNx . The upper estimate isNx;X/Dx, whereX is
the maximal propagation range, yieldingNx;1000 for X
510 km andDx510 m. The number of precomputed func-
tion values should beKL.Nx . To obtain the coefficients of
such order, the circle radiusr must be close to the conver-
gence radiusRc ; otherwise, the normalized coefficientsã j

would quickly decrease below the accuracy limit« r . Yet, the
circle radius too close toRc may result in larger numerical
errors.36

Numerical tests revealed thatr 50.99 provided reliable
results up to the order ofK52000 for the requested accuracy
« r510212 andKL;2K. The estimated accuracy«e was be-
low 10213. For such parameters, the higher-order non-
normalized coefficientsaj were by modulo,5•1025, so the
contribution of the respective termsm,n2K into the con-
volution ~16! was small.

To show the NLBCs in action, the developed technique
was applied to two common benchmark problems of under-
water propagation. The results for the ASA penetrable wedge
test37 are shown in Fig. 2. The problem was solved using the
false-bottom technique and the radiation NLBC~15! applied
at 210-m depth. The two solutions are not discernible at the
plot scale and agree with the reference result.37 The model
uses fourth-order Pade´ approximation of the exponential
propagator with the coefficients due to Collins;30 Dx
5100 m andDz50.5 m.

The second example is the Bucker waveguide that was
often used for testing the NLBC approach.12,13,18,20As in the

FIG. 2. Comparison of OWWE solutions for the ASA benchmark wedge
using the absorbing false bottom~solid line! and the radiation NLBC
~dashed line with markers!. On this and the subsequent plots, the range
resolution better thanDx is achieved using the range sampling technique of
Ref. 28.
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referenced papers, the calculations were done for a 100-Hz
point source located at 30-m depth and the receiver depth of
90 m. The nonlocal radiation condition~18! is applied at the
water–bottom interface. The model uses eighth-order Pade´
approximation of Ref. 30 forDx5400 m, i.e., over 25 sound
wavelengths;Dz51 m. OWWE results for the false-bottom
and NLBC techniques~Fig. 3! are identical. They also agree
with the reference solution of this problem by a full-field
model.18,20

V. ERROR AND PERFORMANCE ANALYSIS

The absolute accuracy of the developed NLBCs was
tested for a range-independent shallow-water environment.
The sound speed in the water varied linearly from 1.52 km/s
at the surface to 1.5 km/s near the bottom at 0.25-km depth.
In the bottom, the sound speed was 1.8 km/s, the density was
1.5 g/cm3, and the attenuation was 0.5 dB per wavelength.
The problem was solved using a large computational domain
~total depth 4 km! that eliminated any spurious reflections
from below. At every step the obtained partial pressures were
compared with the NLBC predictions. The simulations used
two types of Pade´ approximations of the fourth order: by
Milinazzo et al.33 and by Collins.30 The first set of coeffi-

cients approximates the operatorĜ for the rotated branch cut
of the square root~the rotation angle was 45°!. This Crank–
Nicolson solution usedDx52 m. The second set of coeffi-
cients describes the exponential propagator~3–4! for Dx
540 m and one stability constraint. The other parameters
were f 5200 Hz, Dz51 m, andc051.5 km/s.

Six NLBC problems were considered for the different
initial conditions, the depth and type of the NLBC interface,
and the Pade´ approximation~Table I!. The NLBC interface at
260 m ~the problems 1, 2, and 4–6! is within the homoge-
neous bottom, whereas the interface at 250 m~the problem
3! corresponds to the water–bottom boundary. The external
field of energy flux was taken from the previous run of the
model. For the problems 1 and 6, the initial field was set to
zero below the NLBC interface.

The last column shows the relative errors of the respec-
tive NLBCs averaged over the first 1-km interval from the
source or the initial field. This range corresponds to 500
steps of the Crank–Nicolson scheme or to 25 steps of the
exponential scheme. The two values of the error were ob-
tained from calculations on a Linux PC with GNU g77 com-
piler ~first value! and an SGI O2 workstation with MIPS
compiler. In the problem 5, the algorithm for calculating the
Laurent series converged, but the achieved accuracy was
slightly worse than the requested« r510212.

All NLBCs showed excellent accuracy. The magnitudes
of errors and the differences between the two platforms in-
dicate that the mismatches are due to round-off errors. In this
sense, all the developed NLBCs areexact. Their applicability
is not limited by the PE range step and/or the type and order
of the Pade´ approximations.

The error estimates above are local because the NLBC
predictions were never used by the false-bottom PE solution.
When the model incorporates the NLBCs into the solution,
the small errors in boundary conditions accumulate with
range and may result in larger errors in the predicted acoustic
pressure. The error accumulation was analyzed for the con-
ditions of the Bucker waveguide. The original problem was
modified by introducing the bottom absorption of 0.1 dB per
wavelength. Without that, the false-bottom solution was con-
taminated by spurious reflections from the upper boundary of
the absorbing layer.

FIG. 3. Comparison of OWWE solutions for the Bucker waveguide using
the absorbing false bottom~solid line! and the radiation NLBC~dashed line
with markers!.

TABLE I. Tests of NLBC accuracy for six problems in a layered medium.

# Initial conditions
Interface

depth Propagator
NLBC

equations rms relative error

1 External energy flux that is
zero below the NLBC

interface

260 m Crank–Nicolson ~15! 0.66•10213/0.10•10212

2 Self-starter at 100 m 260 m Crank–Nicolson ~15! 0.55•10213/0.63•10213

3 Self-starter at 100 m 250 m Crank–Nicolson ~18! 0.39•10213/0.38•10213

4 External energy flux that is
not zero below the NLBC

interface

260 m Crank–Nicolson ~15!, ~23! 0.86•10212/0.19•10212

5 Five self-starters at 100 m
and from 261 to 280 m

260 m Crank–Nicolson ~15!, ~22!,
~A6!

0.15•10212/0.29•10212

6 External energy flux that is
zero below the NLBC

interface

260 m Exponential ~15! 0.31•10213/0.33•10213
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The simulations were performed for two Pade´ approxi-
mations of the order eight: the exponential propagator with
the coefficients of Ref. 30 and the Crank–Nicolson propaga-
tor with the coefficients of Ref. 33~the rotation angle was
45°!. The range steps were 400 and 4 m, respectively. The
convolution matrices computed for« r510212 had the esti-
mated accuracy of about 10214. The lengths of the convolu-
tion series~16! determined by ENTCAF wereK564 for the
exponential propagator andK51024 for the Crank–
Nicolson propagator.

The length is related to the range step because the norm
uTn2mu decays depending on the range lagDx(n2m) rather
than on the index differencen2m. For a larger step, the
coefficients decrease faster with index and fewer terms of the
convolution series are essential. The NLBC is determined by
the field history over some intervalDX defined by the propa-
gation conditions. The interval does not depend on the PE
model; hence, the productKDx;DX should be the same for
all Padéapproximations. For the Crank–Nicolson scheme
above, this rule predictsK56400. Such a length is beyond
the ENTCAF capabilities and the convolution is truncated
early.

The mismatches between the acoustic fields predicted
for the false-bottom and the radiation NLBC for the two
Padéapproximations are shown in Fig. 4. The convolution
series in the exponential scheme is truncated atKDx
'25-km range. The NLBC is approximate at larger dis-
tances. The mismatch~dashed line in Fig. 4! shows some
increase at this range, but remains negligible. The truncation
range is only 4.1 km for the Crank–Nicolson scheme. The
corresponding plot reveals a large increase of the mismatch
after this range due to the insufficient convolution length.
Yet, there is no further growth of the mismatch with distance.
The relative error of the truncated NLBC solution remains
within 1023 ~cf. 10211 in the exponential scheme!. Before
4.1 km, the mismatch in the Crank–Nicolson scheme is over
1000 times larger than in the exponential scheme, likely due
to accumulation of numerical errors in a longer convolution.

The numerical overhead of using NLBCs consists of two

parts: calculation of the convolution matricesTm and of the
convolution itself. OWWE model requires about 9LNz com-
plex double-precision operations for each step in range~for
simplicity, the difference between the multiplication and ad-
dition operations is ignored!. Here,Nz is the total number of
the PE depth nodes. Assume that the lower fractionH of the
grid describes the false bottom that can be replaced by the
NLBC ~15!. Computation of the convolution~16! over Nx

range steps takes about 2L2Nx operations. The NLBC is
more efficient than the false bottom ifNz.2LNx/9H
52DX/9H•L/Dx. The first multiplier in this formula de-
pends on the environment, the second on the PE model. For
DX55 km, H51/3, L58, and Dx5100 m, the condition
Nz.270 is commonly satisfied. The values used for this es-
timate are quite conservative. The condition is more relaxed
for many other problems.

If the range step is fixed, the NLBC computations slow
down for largerL. However, high-order Pade´ approximations
may use larger steps in range. LetDx be chosen as the maxi-
mal step of the exponential propagator~3! that is possible for
the given wide-angle and accuracy requirements. The ratio
L/Dx decreases with the increase ofL that makes both the
exponential scheme and the NLBC more efficient for larger
L.

Applying the NLBC at the ocean surface always in-
creases the calculation time. The growth factor is about 1
12DX/9Nz•L/Dx, which is typically small. Again, it de-
creases for largerL with optimally chosenDx. The NLBCs
for nonzero initial fields behind the NLBC interface are pre-
sented mainly for completeness. They are quite inefficient
numerically because of the long inner sum.

Surprisingly, both the accuracy and the performance of
the developed NLBCsbenefit from using large steps in
range. The required convolution length decreases for larger
Dx. Hence, fewer coefficients must be calculated and stored
and the convolution is faster. The accuracy also improves
because the NLBC accounts for more distant field history
along the interface and the accumulating numerical errors are
smaller in the shorter convolution. On the contrary, the NL-
BCs proposed in Refs. 18 and 20 exhibit accuracy and sta-
bility problems for large steps.

The task of computing the convolution matrices is nu-
merically demanding. Even for low-order NLBCs,18 the time
of calculations was comparable to the total run time of the
PE model. The time is typically longer for the high-order
NLBCs presented in this paper, although little effort was
made to optimize this part of the code. The exact NLBCs are
ideally suited for benchmark calculations when the extra
CPU load is affordable. PE applications may require better
performance. An efficient implementation of the high-order
NLBCs may precompute the convolution matrices for a set
of the medium parameters. For the radiation NLBC in the
bottom, the tabulation is facilitated by the usual uncertainties
in the bottom sound speed and density.

VI. COMPARISON WITH OTHER NLBCs

Discrete NLBCs for IFD PEs were considered earlier in
Refs. 18 and 21. The NLBC of Ref. 21 is also based on the

FIG. 4. The mismatch of OWWE solutions obtained for the modified
Bucker problem with the absorbing false bottom and the radiation NLBC.
The model used the Crank–Nicolson~solid line! and exponential~dashed
line! propagators.
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Z transformation and is identical to~15!–~16! in the special
caseL51 @except for some typos in the definitions following
Eq. ~3.6!#.21 The technique of Ref. 18 formally differs, but
the difference proves to be superficial. Consider the Crank–
Nicolson solution of the standard PE~SPE! given by Eq.
~10!.18 Its Z transformation gives

$k0
2~n21mb!1]2/]z2%zf5$k0

2~n22mb!2]2/]z2%f.

Here, n254ihx
21 and f is the Z transform of the pressure

envelopec. The Z-transformation shift ruleZ$c(x1Dx)%
5Z$cn11%5zZ$cn% was applied in the left-hand side. The
above equation is equivalent to

$]2/]z2 1G0
2%f50, where

G0
25k0

2@Nb
2211n2~12z21!/~11z21!#.

These equations coincide with Eqs.~13!–~14! ~Ref. 18! ex-
cept for the substitution of the translation operatorR
~11!–~12!18 with z21. The similarity exists because the defi-
nition of the translation operatorR is equivalent to the
Z-transformation shift rule. After this correspondence is es-
tablished, Eq.~17!18 is recognized as theZ-transformed
NLBC. The decomposition ofG0 into a power series ofR is
equivalent to the calculation of the Laurent series, and the
NLBC ~18! ~Ref. 18! is an inverse-Z transform of Eq.~17!.18

Similarly, consider the IFD scheme~6! in a homoge-
neous bottom. For the Pade´ approximation withL51, w
5(12 ihx)/4, and ẇ5(11 ihx)/4, this scheme coincides
with the Crank–Nicolson solution of the Claerbout PE~8!,
~9!, ~20!.18 Its Z transformation produces Eqs.~21!–~22!18

with the operatorR replaced byz21. Discretization of the
NLBC ~21! ~Ref. 18! in depth gives the fully discrete NLBC
~18!, which coincides with the results of Ref. 21 in a special
case of no density jump across the interface.

Yevick and Thomson18 also differ in the approach for
calculating the coefficients of the convolution series in coor-
dinate space from theZ-transformed NLBCs~or their
equivalents in terms ofR!. Their algorithm calculates the
Taylor series of the separate terms in theZ-transformed NL-
BCs and then the convolution of these series. Despite its
appealing simplicity, this convolution method proved inad-
equate for the NLBCs of high-order PEs. Consider the
Z-transformed NLBC~15!. A Laurent series of the transfor-
mation matrixT5RMR21 is a convolution of the Laurent
seriesRm , Mm , and (R21)m . The norms of theseL3L
matrices typically exponentially grow with the orderm ~Fig.
5!, whereas the norm of the elementsTm must decrease with
m. The example uses the environment of the Bucker problem
and the coefficients of Ref. 33 forL54 and the rotation
angle 45°. The Laurent series forR, M , andR21 were ob-
tained independently by the inverse-Z transformation~lines!
and by recursive solution of Eqs.~11!, ~12!, and~14! ~sym-
bols!. The convolution of three growing series cannot pro-
duce a decreasing series because of precision limitations.
The norm of the elements of the convolution initially de-
creases with index~triangles!, but then grows alongside the
norms of Rm and other matrices. The maximal number of
elements that can be calculated by this method depends on
the floating-point accuracy. It is of order 20 for 64-bit

floating-point arithmetic. For comparison, the required num-
ber of elements varied from 64 to a few thousand in the
examples above.

High-order Pade´ schemes may implement NLBCs of a
low-order~standard or Claerbout! PE.18,20This approach was
reproduced for evaluation. The analysis is performed for the
Pekeris problem: a 1500-m/s water layer over a flat homoge-
neous bottom withc51590 m/s andr51.2 g/cm3. A 250-Hz
point source and the receiver are at 50-m depth. The PE
model combined the radiation NLBC of the Claerbout PE
with the IFD scheme of OWWE. The model used the expo-
nential propagator with the Pade´ coefficients of Ref. 30. The
NLBC is applied at the water–bottom interface at 100-m
depth.

The mismatches in the predicted TL for various range
steps and orders of the Pade´ approximation are shown in Fig.
6. The reference solution is obtained using the false-bottom
approach,Dx55 m and L58. The mismatch is averaged
over the distances from 2 to 10 km from the source. The
errors in the high-order NLBC solutions are due to the de-

FIG. 5. The norm of the elements of the Laurent series for the NLBC
convolution matrixT and its components calculated by different methods.

FIG. 6. The errors in the TL predicted for the Pekeris waveguide for various
Dx using the exact~lines without markers! and low-order NLBCs~dotted
lines with markers! for L52 ~solid line; triangles!, 4 ~dashed line; squares!,
and 8~dash-dotted line; crosses!.
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creasing accuracy of the PE propagator for large steps; the
NLBCs themselves are exact.

The low-order NLBC provides fair accuracy only for
smallDx and low-to-medium orders of Pade´ approximation.
Large mismatches are observed when any of these conditions
is violated. The Claerbout PE is applicable for grazing angles
not exceeding 40°. The NLBC for this PE inherits these
angle limitations. When applied to a high-order PE, the low-
order NLBC gives wrong reflection coefficients for steeper
waves~see false-bottom reflections of high-angle beams in
Fig. 7; the model used the exponential propagator withDx
550 m andL58). The corresponding normal modes cause
errors in the long-range field.

The false reflections generally increase withDx because
the Crank–Nicolson scheme of the Claerbout PE is valid
only for small range steps. However, the dependence is com-
plicated. ForL52, the mismatch quickly grows withDx due
to the insufficient accuracy of the PE propagator. The error is
not NLBC-specific. ForL54 or 8, the propagator is accurate
for larger steps. The TL error of the combined model is
dominated by the approximate NLBC. The error is smaller
for L54 because some of the false reflections are beyond the
wide-angle limits of the PE propagator. ForL58, OWWE
supports such waves resulting in the largest long-range TL
errors. Note that the successful examples of applying low-

order NLBCs18,20 used low-order Pade´ approximations.
The combination of the discrete low-order NLBC and

the high-order propagator always produced stable solutions.
The accuracy was fair for small range steps and paraxial
waves, but unacceptable for largerDx andL. This limits the
performance and wide-angle properties of the combined
model. The observed complex dependence of the TL error on
the PE parameters prevents estimation of the applicability of
the low-order NLBC in a general range-dependent problem.
Calculations of the convolution coefficients are easier and
faster for the low-order NLBC than for the high-order NL-
BCs proposed here. However, there is little difference in per-
formance if the high-order NLBCs use precomputed coeffi-
cients.

VII. SUMMARY

The paper presents an approach for deriving NLBCs for
finite-difference PEs. TheZ transformation of the discrete PE
in a homogeneous medium is applied to obtain a dispersion
relationship for plane waves. Then, theZ-transformed acous-
tic field is expressed as an appropriate linear combination of
plane waves. Their amplitudes are related by the propagation
equations and the respective radiation or impedance BCs.
This yields a relationship between the transformed partial
pressures at the depth nodes around the interface. The NLBC
in coordinate space is the inverseZ transformation of this
relationship. The method inherently accounts for the Pade´
approximation of the propagation operator and for arbitrary
PE steps in range and depth. The obtained NLBCs are exact
for the given IFD scheme.

The discrete NLBCs depend on the specific discrete rep-
resentation of the pseudodifferential operators and BCs. The
NLBCs for other multiterm PEs will differ from those pre-
sented here, but can be obtained using the same approach.
The technique is applicable for any finite-difference PE that
approximates the square root~or exponential! propagator by
a rational function of the vertical operatorX̂ and represents
X̂ by a three-point scheme. A similar solution is possible for
higher-order discretizations ofX̂. The overall structure of
such NLBCs will coincide with~15!–~16!, ~18!, etc., and the
same numerical methods can be used for implementation.

APPENDIX: DISCRETE OWWE SOLUTIONS IN A
HOMOGENEOUS MEDIUM

First, assume that there are no sources and the initial
energy flux on the first step of the PE isU j

0,05d j 0 . The
Z-transformation shift rule for a nonzero initial energy flux is
uL5z(u02U0,0). For nonzero depth indexesU j

0,050;
hence, the shift rule and Eq.~9! yield the dispersion equation
~10!. Its roots and the vertical wave numbers are given by
~11!–~12!. To satisfy the radiation conditions, the solutions
above and belowj 50 should be linear combinations of
waves attenuating towardsj→7`, respectively

uj
l 5

1

Ar
(

m50

L21

Bm
l mm

u j u1
Dld j 0

Ar
, q j

l 5 (
m50

L21

Am
l mm

u j u . ~A1!

The corresponding downward- and upward-propagating
waves have the same amplitudes due to the up/down sym-

FIG. 7. The acoustical fields for the Pekeris waveguide predicted using the
exact~bottom! and low-order~top! NLBCs at the water–bottom interface.
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metry of the problem. Substitution of~A1! into ~9! for j
Þ0 gives the relations~14!. The same procedure forj 50
yields the equations for the remaining unknowns~assuming
mb50 for simplicity!

Dl5
wl

hz
2 (

m50

L21

r lm~mm2mm
21!Bm

0 , 0< l ,L,

Dl 115
ẇl

hz
2 (

m50

L21

r lm~mm2mm
21!Bm

0 , 0< l ,L21, ~A2!

D05Ar1
ẇL21

zhz
2 (

m50

L21

r L21,m~mm2mm
21!Bm

0 .

Comparison of the first two equations gives

Dl5D0Pl 21, where Pl5)
k50

l

~ẇk /wk!. ~A3!

Then, the first and the last equations in~A2! yield

D05r1/2@12z21PL21#21. ~A4!

The remaining unknown coefficientsBm
0 satisfy

(
m50

L21

r lm~mm2mm
21!Bm

0 5
hz

2

wl
D0Pl 21, 0< l ,L. ~A5!

The solutions for an OWWE self-starter~describing a
2D point source! and for an elementary starting field of
sound pressure are obtained similarly. The discrete OWWE
schemes with the respective initial conditions are given by
Eqs. ~3.2!28 and ~3.18!.28 The point source is a discrete ap-
proximation of the Dirac’s delta function with unit amplitude
Bj

n5dn0d j 0(DxDz)21. The starting pressure isPj
n

5dn0d j 0(Dx)21. The solutions are assumed in the form
~A1! with the extra assumptionDl[0. Substitution of~A1!
into the Z transformations of the respective systems forj
Þ0 gives Eq.~14! and for j 50 the remaining equations

(
m50

L21

r lm~mm2mm
21!Bm

0 5
n lDz

4a lDx
, 0< l ,L, ~A6!

(
m50

L21

r lm~mm2mm
21!Bm

0 5 i
k lhz

2

2hxa l
, 0< l ,L, ~A7!

for the self-starter and the elementary pressure field, respec-
tively. The Pade´ coefficientsn l andk l are defined in Ref. 28.

The solution in the coordinate domain is the inverse-Z
transformation of~A1! with the respective coefficients. The
solution for an arbitrary depth index of the starting field or
self-starter is obtained by a shift of indexes. The solution for
an arbitrary starting field or a combination of self-starters is a
superposition of the fields produces by all the nodes.
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Measurements are presented of multi-frequency underwater acoustic backscattering from
suspensions of glass spheres and sands. The data were collected in a sediment tower, specifically
designed for such measurements and capable of generating a homogeneous suspension over a
distance of approximately 1 m. The glass sphere data were collected to assess the capability of the
system and for calibration. The measurements on suspensions of sands were obtained as part of
on-going studies into the measurement of nearbed sediment transport processes using acoustics.
Utilizing the backscattered sound from sand suspensions, both the form function and total scattering
cross section of the sediments have been measured for a range of sediments and particle sizes.
Interpretation of the observations has been carried out within a framework of sphere scattering. The
results show enhanced scattering for suspensions of sand grains, relative to that of similar size
spherical scatterers and the enhancement can be described by a function dependent on the particle
size and the wave number of the insonifying sound, with one free parameter. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1808458#
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I. INTRODUCTION

The development of our understanding of sediment
transport processes, over sandy beds, has benefitted greatly
from recent developments in the application of acoustics to
this problem.1 The potential of acoustics to provide co-
located, simultaneous measurements of the seabed morphol-
ogy, the sediment field, and the hydrodynamics, provides op-
portunities to examine how these three mutually interactive
and interdependent components interrelate with each other.
The idea of using acoustics for such studies is attractive and
straightforward. A pulse of high frequency directional sound,
typically in the range 0.5–5 MHz and centimetric in length,
is transmitted from a source usually mounted around a metre
above the bed. As the pulse propagates down towards the
bed, sediment in suspension backscatters a proportion of the
sound and the bed generally returns a strong echo. This sig-
nal has the potential to provide information on profiles of
suspended sediment parameters, the flow, and the time his-
tory of the bedforms. The aim of such measurements is to
provide sedimentologists and coastal engineers with new
measuring capabilities for studying sediment entrainment
and transport.

In the present study the focus is on the measurement and
description of the scattering characteristics of suspensions of

glass spheres and sands. The backscattering characteristics
are formulated in terms of the form function and the attenu-
ation through the total scattering cross section. These de-
scriptions are at the kernel of the inversion to extract the
suspended sediment component from the backscattered sig-
nal. Also, generically, although the scattering properties of a
number of canonically shaped bodies are reasonably well
understood, there are many natural scatterers that are irregu-
lar in shape and a description of such bodies is required. To
date the data published on the backscattering characteristics
of suspensions of irregularly shaped sand particles have been
limited to the works of Hay.2,3 These works form the basis of
our current description of the backscattering properties of
suspensions of marine sands. A further work has supported
this general description.4 However, a more recent detailed
study on the attenuation characteristics5 of sand suspensions
showed significantly higher attenuation values than predicted
by the commonly employed sphere-based scattering models6

and somewhat larger than may have been anticipated on the
basis of the previous scattering measurements.2,3,7This result
led the present authors to revisit the form function and total
scattering cross section characteristics for suspensions of
sand and to this end a series of measurements were collected
on different sand samples to examine their scattering proper-
ties. With the exception of one reported data set,2 the mea-
surements on the scattering properties of sediments have ei-
ther measured the form function or the total scattering cross
section; however, in the present study, both scattering prop-

a!Current address: Proudman Oceanographic Laboratory, Joseph Proudman
Building, 6 Brownlow Liverpool L3 5DA, United Kingdom. Electronic
mail: pdt@pol.ac.uk
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erties were measured from the backscattered signal. The abil-
ity to measure both scattering parameters simultaneously
provided an opportunity to assess the consistency of the de-
scriptions of the form function and the total scattering cross
section.

To provide a description of the scattering properties of
the irregularly shaped sand sediments, calculations based on
a simple analytical shape, the sphere, have been used. This
approach of using canonically shaped representations with
analytical solutions is common and has been used for both
sediment2–8 and biological scatterers.9–11 The results from
this study show both the form function and total scattering
cross section can be reasonably well represented by a quartz
sphere model, modified by an enhanced scattering function,
dependent on the suspension particle ‘‘radius,’’as , and the
wave number,k, of the sound in water, with one free param-
eter. The word radius is placed in quotation marks to indicate
the definition of particle radius has a degree of ambiguity for
irregularly shaped particles and this is considered later. The
justification for using an enhancement factor which is depen-
dent onkas is based on two premises. The first is that, in the
Rayleigh region,12 kas!1, scattering is considered to be in-
dependent of the shape of the scatter. Though this is only
strictly true for a fluid scatterer, one might anticipate elastic
spherical and irregularly shaped scatterers may have similar
scattering characteristics.13 For kas@1, sometimes known as
the geometric regime, there is a theorem that states the geo-
metric cross section of a convex particle, averaged over all
orientations, is equal to a quarter of the surface area of the
particle.14,15 Given that a sphere has the minimum surface
area to volume, then a particle of irregular shape, having a
similar volume to a sphere, would have a larger surface area
and hence a higher geometric and scattering cross section.
This, therefore, leads straightforwardly to the expectation
that there will be a functional dependence onkas of the
scattering characteristic of a suspension of sand, relative to
spheres having the same volume, and, as will be shown later,
this approach requires only one free parameter to account for
the difference between sphere and sand grain scattering. This
methodology differs from that of Ref. 5 which used a two
parameter equivalent sphere model. Two parameters were re-
quired to fit their observations to a sphere model because the
functional dependence onkas , of irregularly shaped particle
scattering relative to a sphere, was not considered. It will be
shown here that the data in Ref. 5 can be represented by the
approach adopted in the present paper.

II. SUSPENSION SCATTERING

For incoherent scattering, when the scattered phase is
random and uniformly distributed over 2p, the recorded
root-mean-square backscattered voltage,V, from a suspen-
sion of sediments, insonified with a piston source transducer,
can be written1,2,6,8as

V5
KsKtM

1/2

rc
e22ra,

Ks5
f m

~r^as&!1/2
, Kt5Por oRTvH 3ct

16 J 1/20.96

kat
, ~1!

a5av1
3

4rsr
E

o

r xm

^as&
M dr.

The termKs represents the sediment backscattering proper-
ties, rs is the sediment grain density,^as& is the mean par-
ticle radius of the sediment in suspension andf m5

$^as&^as
2f 2&/^as

3&%1/2, where f is the form function in the
backscatter direction and describes the backscattering char-
acteristics of the scatterers.xm5$^as&^as

2&x/^as
3&%, x is

known as the total scattering cross section and describes the
scattering attenuation characteristics of the scatterers.^ &
represents an average over the particle size distribution of the
sediments in suspension. The termav is the sound attenua-
tion due to water absorption,M is the concentration of sedi-
ment in suspension,r is the range from the transducer, andc
accounts for the departure from spherical spreading within
the transducer nearfield.16 For fixed settingsKt is a system
constant. This comprises of the reference pressure,Po , nor-
mally defined atr o51 m, R is the receive sensitivity,Tv is
the voltage transfer function for the system,ct is the pulse
length, wheret is the pulse duration andc is the velocity of
sound in water,k is the wavenumber of the sound in water,
andat is the radius of the transducer.

To evaluate Eq.~1! the magnitude of the backscatter
form function and the total scattering cross section are re-
quired. For a sphere these can be expressed8,17 as

f 5U 2

ix (
n50

n5`

~21!n~2n11!bnU, ~2a!

x5U22

x2 (
n50

n5`

~2n11!Re~bn!U , ~2b!

wherebn is a function of spherical Bessel and Hankel func-
tions of the first kind and their derivatives, Re denotes taking
the real part of the complex expression, andx5ka, wherea
is the radius of the sphere. For the scattering of suspensions
of sand a definition is required for the particle size and, from
the discussion at the end of the Introduction, ascribing an
equivalent sphere dimension is not readily defined. Even if
one were to adopt the radius of a sphere with the equivalent
surface area to that of the grains, obtaining such measure-
ments for a suspension of sand grains would seem problem-
atic. Therefore a pragmatic approach was taken and the size
measured by sieving the sediments into relatively narrow
size fractions was taken to define the particle size. Such an
approach is not arbitrary, since most sedimentologists use
sieving to define the particle size of sands and the end prod-
uct of the application of acoustics to sediment processes is to
deliver to the sedimentologist measurements of parameters
they can readily utilize. In the present study the experimental
expressions for the scattering parameters were
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chosen to be independent of particle size. Taking the natural
logarithm of Eq.~1!, we can write for a homogenous suspen-
sion ~as was the case in the present study, see Figs. 3 and 4!

ln~Vrc!5 lnS f mKtA M

rs^as&
D 22r S aw1

3xmM

4rs^as&
D .

~3!

This is now a simple linear equation in ln(Vrc) and r, and
allows the following to be written

f x5
eh

Kt
A rs

kM
, ~4a!

xx5
2rs

3kM
~k22aw!, ~4b!

whereh andk are respectively the intercept and the magni-
tude of the gradient obtained from the measurements as ex-
pressed in Eq.~3!. Here we have usedf x5 f m /Ax and xx

5xm /x, and for the measured valuesx5k^as& and^as& was
the sieved sediment radius. The advantage of this form of
expression is the rhs of Eqs.~4a! and~4b! do not depend on
a definition of particle size.

To compare a sphere based scattering model with the
measurements collected on suspensions of sands a simple
modification to Eq.~2! was applied for consistency with the
experimental definitions off x and xx . These equations are
now written as

f s5g^ f /Ax&, ~5a!

xs5g^x/x&, ~5b!

where^ & represents an average over a range ofx. This es-
sentially operates as a low pass filter and reduces the varia-
tion in f s andxs associated with the acoustic resonances of a
sphere~see Refs. 1–6!. g is the function in Eq.~5! which
will be used to account for the difference in the scattering
level, with x, between the low pass sphere model@i.e., Eq.
~5! with g51# and the measured values for suspensions of
sand, obtained from Eq.~4!.

III. SEDIMENTS USED IN THE STUDY

A series of measurements was taken on glass spheres
and seven different sands collected from estuarine, beach,
and quarried locations. In Fig. 1 are scanning electron micro-
graphs of the sediments used. The sand sediments labelling
of ~a! to ~g! is consistent and is used in Fig. 1, Table I and
Figs. 9 and 10. The glass spheres can be seen to be nominally
spherical in shape, although it can be readily observed there
was some departure from perfect sphericity. Although the
glass sediments were not ideally spherical, studies on such
suspensions2,5,8,18have shown their scattering characteristics
are well represented by the theoretical description of a
sphere. For the sphere calculations of the form function and
total scattering cross section, the material properties chosen
were based on measurements.19 The values used for the com-
pressional and shear wave velocities were respectively 5550
and 3545 ms21, with a density of 2500 kg m23. For water the
values used for density and sound velocity were 1000 kg m23

and 1480 ms21. The comparison of the glass sphere predic-

tion and measured form function is not highly sensitive to
the sphere velocities chosen, within approximately65% of
the above values, since they primarily control the resonance
structure of the form function and, as will be seen later, these
are only weakly observed when there is even a small depar-
ture from a uniform particle size in suspension.

The seven scanning electron micrographs of the sedi-
ments show in detail the size and shape of the sediments
used in the study. None of the particles are particularly
spherical; in fact, it would be difficult to formulate a geomet-
ric shape which accurately represents the profiles of the par-
ticles. Generically they could be described as irregular in
form, with curved surfaces, facets, and edges. It does appear
that some sediments are more rounded than others, for ex-
ample, sample ‘‘a’’ sediments look as if they are somewhat
smoother than the sediments ‘‘b,’’ which appear more angu-
lar. Also sediment ‘‘f’’ has some particle shapes which were
relatively flat in form. The effect these changes in particle
shape have on the acoustic scattering properties of suspended
sediments will influence whether or not a general description
of the form function and total scattering cross-section can be
obtained, which has wide-ranging applicability. All the sedi-
ments studied were sand grains, primarily composed of
quartz and, for the calculations to follow, the density, com-
pressional, and shear wave velocities were taken20 to be re-
spectively 2650 kg m23, 5980 ms21, and 3760 ms21. Again
the choice of velocities was not critical because variations of
up to610% did not significantly alter the modified low pass
sphere solution given by Eq.~5!.

To study both the suspensions of glass spheres and sand
grains, the sediments were sieved into1

4 w (f52 log2 d
whered is the particle diameter in millimeters! narrow size
fractions. Table I shows the values of^as& for the sediments
studied and the number of experiments conducted on each
sediment and each size fraction.

IV. DESCRIPTION OF THE SEDIMENT TOWER

The experimental arrangement used to measure the scat-
tering properties of glass sphere and sand suspensions is
shown in Fig. 2. The sediment tower was constructed from
Perspex, with the main component being a vertical 2.15 m
tube, with an inner diameter of 0.3 m and wall thickness of
0.01 m. Once the tower was filled with a suspension, bilge
pumps were used to extract water and sediment from the
bottom of the tower and deliver it back to the top of the
tower through a 0.05-m-diam pipe. Two bilge pumps, pump-
ing side by side, operating at approximately 50% of their
maximum capacity, were chosen for this function. Operating
in this mode prevented pump cavitation and thereby reduced
the possibility of introducing air into the system through the
pumping mechanism. Also two pumps generated sufficient
flow in the return pipe to ensure the sediments extracted with
the water from the bottom of the tower were returned to the
top. At the top of the tower the suspension was reintroduced
below the upper water surface, open to the atmosphere,
through a mixing chamber, designed to homogenize the sus-
pended sediments within the tower, without the entrainment
of air. Further to assist with the homogeneity of the suspen-
sion, a unit near the base of the tower, consisting of a turbu-
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lence grid, impeller, and propeller, was rotated to generate an
upward mixing turbulent flow. This combination of mixing
elements was designed to generate a uniform suspension
throughout the tower.

To assess the homogeneity of the suspension in the
tower three experiments were conducted using suspensions.
The sediments used were glass spheres with^as&
5115.5mm and ^as&5195mm, and sand with ^as&
5195mm. Pumped samples of the sediments were collected
between 0.1 and 0.8 m below the transducers, and located on
the central vertical axis of the tower, at 0.07 m from the axis,
and at 0.14 m from the axis; the latter was within 0.01 m of
the tower wall. Know volumes of water were extracted,
passed through a filter, and the retained sediments dried and
weighed. The concentration was then calculated as the dried
mass divided by the volume of water extracted. The resultant

measured concentrations are given in Fig. 3. The data clearly
show the suspended sediments were homogeneous both
across the tower and vertically. There was no significant dif-
ference with sediment size or between the glass spheres and
the sand. These measurements clearly show the sediments in
suspension were homogeneous and uniform with range be-
low the transducers.

To obtain the scattering measurements a triple frequency
acoustic backscatter system operating at 1.0, 2.0, and 4 MHz
was mounted in the upper section of the tower. The transduc-
ers had respective nominal23-dB half beamwidths of 3.1°,
2°, and 1.2°. The system measured the envelope of the back-
scattered signal at 0.01-m intervals over a range of 1.28 m.
For data collection a low pulse repetition frequency of 4 Hz
was used to allow the sound from one transmission to dissi-
pate before the following transmission. For each measure-

FIG. 1. Scanning electron micrographs of the glass
spheres and sands used in the study.
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ment run 320 backscatter profiles were collected at each fre-
quency. These profiles were averaged and the scattering
levels calculated. Four runs were conducted to provide a
mean form function and total scattering cross section with

error bars. This averaging was required to offset the effects
of configurational noise21 associated with the random posi-
tion of the scatterers within the insonified volume and short-
term fluctuations in the homogeneity of the suspension.

V. SPHERE BACKSCATTERING AND SYSTEM
CALIBRATION

For all the scattering measurements, glass spheres, and
sands, a common measurement procedure was adopted and
this is briefly described here. After the tower had been filled
with water from the mains supply, a period of several hours
to days was provided, with the pumps and mixing systems
running, to allow time for any bubbles present in the water to
vent through the upper open water surface into the atmo-
sphere. Acoustic backscatter data were collected over this
period, and this degassing process continued until signals
reduced to background levels. These varied between 1% and
10% of the levels recorded when sediment was in suspen-
sion, depending on particle size, range, frequency, and con-
centration. The background levels, due to detritus, residue
micro-bubbles, and possibly turbulence scattering, were ac-
counted for in the data processing procedure. Water-saturated
degassed sediments were added to the tower and a period of
several hours was allowed for the suspension to become ho-
mogeneous throughout the tower. Four acoustic runs were
then carried out separated by approximately 5 min, with 320

TABLE I. The table shows the number of experiments conducted, at each
sediment size, for the different sediments. The total column and row respec-
tively give the number of experiments conducted on each sediment and for
each size.b f and bx respectively give the values forb in Eq. ~7! for
calculatingf s andxs .

^as&
~mm! Glass a b c d e f g Total

45.0 2 2
57.75 3 2 7 2 11
68.75 3 2 3 2 7
82.5 3 3 1 2 3 5 4 18
98.0 5 2 1 1 3 2 9
115.5 16 1 2 1 1 4 2 11
137.5 11 2 3 1 3 4 13
163.75 2 5 4 1 5 2 17
195.0 9 5 1 3 1 6 6 22
231.25 5 8 3 1 5 4 21
275.0 3 5 5 10
327.5 3 3 4 2 9
390 3 1 1
Total 66 26 7 28 8 11 41 30 151
b f 2.1 1.7 2.4 1.6 2.0 2.4 1.4 1.960.4
s(b f) 0.4 0.3 0.5 0.2 0.2 0.3 0.2
bx 1.6 1.9 1.8 1.7 1.8 1.7 1.4 1.760.2
s(bx) 0.4 0.2 0.5 0.3 0.3 0.4 0.3

FIG. 2. The sediment tower used to measure the suspension scattering prop-
erties of glass spheres and sands.

FIG. 3. Pumped sample measurements in the tower of the suspended sedi-
ment concentration with range below the transducers. Data were collected
on the central axis of the tower~s!, at 0.07 m from the axis~3!, and at 0.14
m from the axis ~1! for sediment sizes;~a! glass spheres witĥas&
5115.5mm, ~b! sand with^as&5195mm, and~c! glass spheres witĥas&
5195mm.

2880 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 P. D. Thorne and M. J. Buckingham: Suspended sediment scattering



profiles being collected at each frequency on each run.
Nominally this was repeated four times, with about 1 h be-
tween each set of four runs. At the end of the last run,
pumped sampling at 0.4 and 0.75 m below the transducers
was carried out to establish the concentration and homoge-
neity of the suspension. This series of measurements, 16
runs, constituted one experiment on one particular particle

size. At the end of the experiment the sediments were ex-
tracted from the tower by placing a fine gauze net within the
body of the tower. This extraction continued until acoustic
background measurements showed there was no significant
residue of sediment in the tower. A different sediment sample
was then introduced into the tower and new acoustic and
pumped sample data collected. The experiments were inter-

FIG. 4. Measurement of the system
constant,Kt , at ~a! 1.0 MHz, ~b! 2.0
MHz, and~c! 4.0 MHz. The measure-
ments were from data collected on
glass spheres having mean radii of~s!
98 mm, ~1! 115mm, ~n! 137mm, and
~h! 195 mm.

FIG. 5. Predicted and measured~s!
backscatter form function for a sus-
pension of glass spheres. The lines
show the form function for the case of
a single particle size in suspension~--!
and for the size distribution due to the
1
4 f sieves used~———!.
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leaved with different particle sizes and repeat sizes. This pro-
cedure provided checks on the stability of the system over
time and yielded error bars for the final results. The number
of experiments conducted on each sediment and particle size
is given in Table I.

To obtain the scattering properties of the sand suspen-
sions required the system constant,Kt , to be known. One
method is a full electronic and acoustic calibration of the
system.8,22 The electronic calibration requires measuring the
voltage transfer function of the system,Tv . This includes
measuring transmit signal levels, receiving amplification,
and the form of the time varying gain if applied. The acoustic
calibration requires measurements of the source level,Por o ,
~Pa V21 ref 1 m!, and the receive sensitivity,R ~V Pa21!, of
the transducer. Also, to establishat generally requires the
transducer beam pattern to be measured. This absolute cali-
bration is a relatively time consuming process; however,
given the sediment tower developed for the present study,
most of the calibration can be circumvented by measuring

the backscattered signal from suspensions with known scat-
tering characteristics.

The calibration approach used was to rearrange Eq.~1!
and haveKt on the lhs of the equation. This gives

Kt5
Vrc

KsM
1/2

e2ra. ~6!

Conducting observations in the sediment tower on a homo-
geneous suspension, at a measured concentration, with a
known scattering description, provided the value for the sys-
tem calibration constant. Glass spheres were used for the
suspension, since they were readily available in the required
size range, and the scattering characteristics of glass spheres
can be accurately predicted. If the electronic gain of the sys-
tem is constant~this was the case for the present system!, Kt

has a single value; if time varying gain is applied to the
system,Kt will be a function of range.

FIG. 6. Measurements of the variation
of ln(Vrc) with range, r, from the
transducer at~a! 1.0 MHz, ~b! 2.0
MHz, and ~c! 4.0 MHz, for sand sus-
pensions with ^as&557.75mm ~s!
and ^as&5137.5mm ~3!.
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An example of the measurement forKt is given in Fig.
4. The data shown were from experiments on suspensions of
glass spheres having mean radii of 98, 115, 137, and 195
mm. The plot shows the value ofKt with range for the four
particle sizes. It can be seen thatKt was nominally constant
with range, and the relatively small variations between the
different suspensions sizes show consistent values ofKt

could be obtained. The ostensibly uniform value ofKt with
range further supports the homogeneity of the suspension in
the tower. However, it is acknowledged that there were fluc-
tuations in the suspension homogeneity during a run and
from run to run, and this was overcome by repeating mea-
surements and building up error statistics for the data col-
lected.

Measurements ofKt were collected over a 3-year period
interleaved with the sand suspension measurements. Carry-
ing out glass sphere measurements at regular intervals
throughout the measurement program provided an assess-
ment of the system performance over time. To illustrate the
quality of the measurements obtained in the sediment tower,
the form function was calculated for the glass sphere experi-
ments using the system constant for each frequency. The
results are presented in Fig. 5. The dashed line represents the
form function for a suspension having a uniform particle
size; the solid line was calculated on the basis of a size
distribution in suspension arising from the1

4 f sieves used to
sieve the sediments. As can be seen in Fig. 5, the measured
and predicted form functions show good agreement overx
50.19– 6.5 which spans the region from the Rayleigh re-
gime through to approximately the geometric. The error bars
on the individual data are of the order of 10%–15%. It does
not seem unreasonable, given the general agreement between
the observations and the predictions for the glass spheres and
the error bars measured, that the glass sphere observations
provide an indication of the accuracy of the form function
and total scattering cross section measurements for suspen-
sions of sand grains.

VI. MEASUREMENTS ON SAND SUSPENSIONS

To obtain the form function and total scattering cross
section, the expressions in Eq.~4! were employed. Examples
of the data collected are shown in Fig. 6. The data show the
variation of ln(Vrc) with range,r, from the transducer. The
data were taken from two experiments carried out with sand

suspensions havinĝas&557.75mm and ^as&5137.5mm.
For each experiment the data have been averaged over the
runs to form a mean and standard deviation. The variability
observed in the data is due both to fluctuation in the sus-
pended concentration and configuration noise. As shown in
the figure, a regression line was calculated for each data set
and the slope,k, and the intercept with the ordinate,h, was
measured. The first 0.2 m from the transducer were not used
in the analysis to avoid the period of transmitter–receiver
interference following transmission~crosstalk! and to cir-
cumvent inaccuracies in the calculation ofc due to any im-
precision in the value ofat . Also the range was restricted to
approximately 1 m to reduce signal to noise problems at the
longer ranges. Using the measured value forh andk the rhs
of Eq. ~4! was evaluated. It should be noted that for small
values ofx, nominally x<1, the value forxx had a high
degree of uncertainty due tok'2aw , therefore data analysis

FIG. 7. Measurements off x ~s! and calculatedf s

~———! with g51, versusx.

FIG. 8. Measurements for sand of the ratiosf x / f s ~s! and xx /xs ~n!
versusx, and Eq.~7! ~———! with b51.9. The equivalent calculation for
the glass sphere results are given by~h!.
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of the total scattering cross section was restricted to values
abovex'0.5. Such a constraint did not apply tof x .

An example of the measurements off x is shown in Fig.
7. The data show a steady increase in magnitude off x with x,
with peak values in the regionx52 – 3. The solid line,f s ,
was calculated using Eq.~5a! with g51. The measurements
show that for x!1, the Rayleigh region, the predictions
based on sphere scattering are in close agreement with the
observation. However, asx increases and geometric scatter-
ing is approached, there is an increased divergence between
the measured value forf x and the calculated value forf s .
Therefore, as alluded to in the Introduction, there is a func-
tional dependence ofg on x.

To ascertain this dependence, the ratiosf x / f s , and
xx /xs , with g51, were calculated for all the glass sphere
and sand suspension data, the outcome of which is shown in
Fig. 8. Although there is scatter in the data and relatively

large error bars, associated with measuring the ratios of the
observed and predicted values, there is a clear trend of in-
creasing divergence between the observations and the sphere
based model withg51 for the sand data; however, as would
be expected, no such trend is observed in the glass sphere
data. To represent the difference the following simple expres-
sion was used.

g5
bx310.5x13.5

x313.5
. ~7!

This had the required form, reducing to unity in the Rayleigh
regime, increasing over the intermediate values forx, re-
maining constant for geometric scattering and withb ac-
counting for the enhance scattering in the geometric regime.
The structure of this curve is shown in Fig. 8 withb51.9.b
is the free parameter; it is independent ofx and represents the

FIG. 9. Comparison off x ~s! and f s

~———! for all of the sand suspen-
sions,~¯! g51 in Eq. ~5a!, ~-•-! Ray-
leigh scattering and~--! geometric
scattering. In the present figure and the
following, plots f x,s representf x , f s .
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upper limit of g. Equation~7! can be seen to compare rea-
sonably well the data and, to first order, represents the en-
hanced scattering for irregularly shaped particles, from the
Rayleigh regime through to the geometric scattering regime.

For comparison of the sphere model with the individual
sediments used in the study, the value forb was allowed to
vary and no constraint was placed on using the same value of
b for calculatingf s andxs . To obtain the optimum value for
b a routine was used which minimizeduGx2Gsu/Gs , where
G was f or x, asb was varied between 0.5 and 2.5 in step
intervals of 0.1. The resulting values ofb with calculated
standard deviations are given in Table I. The results for the
backscattering cross section measurements are shown in Fig.
9. The plots show the measured values forf x , the low pass
sphere calculationsf s usingg with b values from Table I,f s

with g51 and Rayleigh and geometric scattering. In general
it can be seen that the enhanced sphere model reproduces the

general features of the data. There is initially an increase in
f x and f s with a x3/2 dependency in the lowx region. This is
followed by a reduction in the increase off x and f s , with a
maximum value atx'3. At higher values ofx, as the geo-
metric region is approached, there is a reduction off x and f s

which approaches ax21/2 dependency onx. There are minor
divergences from these trends and there is some scatter in the
data, both of which are probably associated with the detailed
mineralogy, particle shape, and experimental uncertainty.
However, as can be seen, the expression forg does provide a
reasonably accurate correction factor to the sphere scattering
model. Figure 10 comparesxx and xs . The measurement
region is limited tox.0.5 for reasons previously outlined
and the data is somewhat more variable than the measure-
ment of the backscattering cross section. Within the limita-
tion of the data set collected, the observation ofxx and the
calculated values for xs are in broad agreement.

FIG. 10. Comparison ofxx ~s! andxs

~———! for all of the sand suspen-
sions,~¯! g51 in Eq.~5b!, ~-•-! Ray-
leigh scattering and~--! geometric
scattering. In the present figure and the
following, plots xx,s representsxx ,
xs .
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There is a reduction inxx and xs for low values ofx, al-
though only limited reliable observations could be obtained
in the Rayleigh region to assess thex3 dependency, the peak
in the observations and calculation is aroundx'2.6, and
there is a reduction inxx and xs with x above this value,
though it is difficult to fully validate the geometricx21 de-
pendency due to the upper limit ofx in the data set.

In Fig. 11 all the sand suspension data have been com-
bined to give representative values forf x and xx . Figure
11~a! shows the variation off x and it can be seen the data
follow the Rayleigh dependency forx!1 and approach the
geometric value forx@1, though the data are marginally
lower at the highest values ofx measured. However, it is
difficult to assess if this lower trend is genuine because of the
upper limit ofx measured. The form off s with b51.9, given
by the broad line, is in good agreement with the data and
represents reasonably well the observations. The dotted line
represents the sphere calculation withg51. Figure 11~b!
shows the measurement forxx . Averaging the data over the

seven different sand suspensions helps to clarify the tend in
the measurements. Comparison ofxs with b51.7, shown by
the broad line, shows acceptable agreement with the data
over the limited range ofx for which reliable values ofxx

could be measured. Again the dotted line shows the result
wheng51.

The data in Figs. 9–11 broadly support the low pass
sphere,g enhanced, description based on a single variableb.
To further assess the general applicability of theg term, pre-
viously reported data sets were examined. The first of these
to be assessed was measurements5 of the total scattering
cross section collected on suspensions of sands. The data set
complements the present study, in that a broad frequency
range, nominally 1–100 MHz, was used on a limited number
of sediment sizes, as opposed to the present work where a
relatively narrow frequency band, 1–4 MHz, was used with
a broad range of sediments and sediment sizes. In the analy-
sis presented in Ref. 5 the data was fitted to a movable rigid
sphere model, formulated using a two-parameter approach,
to rescalexx on the ordinate andx on the abscissa. Inspec-
tion of the data, before rescaling, shows very similar trends
to those of the present data; with lowx values having ap-
proximately Rayleigh scattering, followed by increased en-
hanced scattering relative to a sphere asx increased, remain-
ing at an almost constant difference in the geometric region.
It was therefore considered interesting to compare how well
theg term of Eq.~7! accounted for the difference in the low
pass sphere model and sediment scattering in this data set.
Figure 12 shows a comparison of theg enhance sphere scat-
tering model, Eq.~5b!, with the data. For the comparison, the
value used for̂as& was obtained from the sieved sizes given
in the paper and not the optical diffraction size used by the
authors in their analysis. The sieved size was chosen to be
consistent with the present study. Therefore the abscissa was
rescaled forx values based on the sieved size. For the quartz
sediment no sieve size was available and therefore the opti-
cal diffraction size was scaled to a sieve size based on the
other sediments where both measurements had been ob-
tained. Table II lists the sediments and the values for^as&. It
can readily be seen in the plots that the application of theg
term does bring the low pass sphere model into close agree-
ment with the measurements and accounts for most of the
difference between the sphere and sediment scattering. The
range ofb, presented in Table II, between 1.2 and 2.2 is
comparable with the values given in Table I. It is seen from
Table II thatbx increases with decreasing particle size. As
noted in Ref. 5, this is considered to be associated with
greater irregularity in the particle shape with reducing size.
This increases the surface area relative to a sphere of nomi-
nally the same size and hence increases the geometric scat-
tering cross section leading to higher values ofbx . The re-
sults from the present study and those of Fig. 12 are
therefore essentially equivalent in terms of the physical in-
terpretation of the enhanced scattering withx.

The final comparison conducted is with the original data
of Hay2 which provided the first measurements of the form
function for suspensions of sand grains. A relatively compli-
cated jetting system was used to generate the suspension and
measurements were conducted at 1, 2.25, and 5 MHz. The

FIG. 11. ~a! The variation inf x ~s! obtained by combining all the measure-
ment on sand suspensions.~———! f s with b51.9, ~¯! f s with g51. ~b!
The variation inxx ~s! obtained by combining all the measurement on sand
suspensions.~———! xs with b51.7, ~¯! xs with g51. ~-•-! is Rayleigh
scattering and~--! is geometric scattering.
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results are presented in Fig. 13. Relative to the sphere scat-
tering curve withg51, there is enhanced scattering. There is
Rayleigh type behavior at low values ofx, although the val-
ues appear somewhat elevated, betweenx51 and 3 there is
increasing divergence from the sphere scattering model with
g51, while abovex53, the degree of elevation is variable.
Applying theg term does improve agreement with the data,
although due to the small value ofb f , b f51.2, the effect is
not as notable as in Fig. 9. Although this value is below the

values observed in the present study, there is variability inb f

and this may simply be associated with this. Otherwise, at
present, the difference inb f between the present data set in
Fig. 9, and Ref. 2 in Fig. 13, is not readily explainable.

VII. DISCUSSIONS AND CONCLUSIONS

The present study focused on examining the scattering
properties of suspensions of marine sands. The work is part
of on-going studies into the application of acoustics to the
measurement of sediment processes. To obtain particle size
and concentration, from the signal backscattered from a sus-
pension of sediments, requires knowledge of the scattering
properties of the sediments, which are used in an inversion
algorithm to obtain sediment parameters. Here we have pre-
sented a series of measurements on different sands, broadly
covering the Rayleigh, intermediate, and geometric scatter-
ing regimes. The model used to examine the data was that of

FIG. 12. Comparison ofxx ~1! andxs

~———! for the sand suspensions of
Ref. 5, ~¯! g51 in Eq. ~5b!, ~-•-!
Rayleigh scattering and~--! geometric
scattering.~a! Assen sand 1,~b! Assen
sand 2,~c! Ottawa sand,~d! Twente
sand,~e! dune sand and~f! quartz par-
ticles.

TABLE II. The sediments used in Ref. 5. The second row gives the value
for ^as& in micrometers obtained from sieving, apart from the quartz particle
which was estimated~see text!. The third row gives the values ofbx used in
Eq. ~7!.

Assen 1 Assen 2 Ottawa Twente Dune Quartz

24.5 49 49 49 98 11.5
1.760.1 1.660.1 1.360.1 1.460.1 1.260.1 2.260.2
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an elastic sphere modified using a smoothing function to
remove the rapid oscillation normally observed in the form
function for a sphere. The comparison showed that at low
values ofx, within the Rayleigh scattering regime, the scat-
tering of sand grains is comparable with that of a sphere of
similar size as measured by standard sieving. Above the Ray-
leigh region, there is a divergence between the sphere model
and the observed scattering characteristics of sand, and this
divergence is enhanced with increasingx up to x'3. At
higher values ofx, as the geometric scattering region is ap-
proached, the difference in the sand and sphere scattering
remains constant. The latter has been interpreted in terms of
a theorem which states that the geometric cross section of a
convex particle, averaged over all orientations, is equal to a
quarter of the surface area of the particle. At high frequencies
it is the geometric cross section which is measured and hence
elevated scattering relative to a sphere would be expected. To
account for the difference between the sphere model and the
sediment scattering characteristics an enhancement factor,
theg term, was introduced. This term accounted for most of
the differences between sphere model and the data collected
for the present study. Application of the approach to other
data sets gave similar improved agreement. Therefore, to first
order, theg term appears to have general applicability for
sand suspensions. It has only one free parameter,b, which
primarily rescales theg term in the geometric region and
thereby provides a simple relationship between the sphere
model and the measured scattering characteristics of suspen-
sions of sand.

In Ref. 5 a qualitative attempt was made to related par-
ticle shape irregularity, obtained from visual inspection of
scanning electron micrographs, to their rescaling parameters.
Although the approach was subjective, there did appear to be
some correlation between particle size, estimated irregularity,
and their rescaling parameters. In the present study the col-

lected data was replotted, with^as& as the abscissa variable,
to examine if there was any relationship between particle
size andb; however, none was observed. Also visual inspec-
tion of the particle shapes in the scanning electron micro-
graphs in Fig. 1, does not show an obvious relationship with
the b values give in Table I. For each sediment examined, a
number of sieved size fractions were used to obtain a range
of k^as&, and it may be that these had somewhat different
shapes, which might have weakened any simple obvious re-
lationship between the micrograph images for a particular
sediment and the value ofb. It may also be the case that
simple visual inspection of scanning electron micrographs is
not a sufficient parametrization of the particles and a more
quantitative approach is required.

The reasons for conducting the present work are both
ones of interest in the scattering problem and of making a
contribution to the application of acoustics to sediment trans-
port processes. For the sedimentologist their requirement is
to use acoustics as a tool. It is clear from this study and that
of Ref. 5 that individual sediments have somewhat different
scattering characteristic depending on precise shape and
composition. Unfortunately, this variability is not insignifi-
cant, and needs to be accounted for when extracting sus-
pended sediment parameters from backscatter data. Although
Ref. 5 showed increasingbx with reducing particle size, due
to shape, the present data showb f and bx for the larger
particle sizes having comparable values to the smaller par-
ticles analyzed in Ref. 5. Therefore one could consider con-
solidating all the measurements ofb reported here. Doing so
gave b f51.860.4 and bx51.660.3. Further, since the
mean values forb f and bx are not significantly different
when account is taken of the standard deviations, the data for
b f andbx could be combined to giveb51.760.3. Since, to
first order, theg term provides a generic description of the
enhanced sand scattering relative to a sphere, this can be

FIG. 13. Comparison off x ~1! and f s

~———! for the sand suspensions of
Ref. 2, ~¯! g51 in Eq. ~5a!, ~-•-!
Rayleigh scattering and~--! geometric
scattering.

2888 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 P. D. Thorne and M. J. Buckingham: Suspended sediment scattering



utilized for inverting acoustic backscatter data to sediment
concentration and particle size. There is one free parameter
b, which is variable for different sediments and account
needs to be taken of this variability, to provide error esti-
mates for the sediment parameters extracted from the acous-
tic inversion.
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Environmental inversion and matched-field tracking
with a surface ship and an L-shaped receiver array
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Acoustic data from the natural broadband signature of a quiet surface ship, recorded on the vertical
leg of an L-shaped array, is used to invert for the local geo-acoustic parameters and the resulting
effective environment is used for subsequent tracking of the surface ship using a matched-field
tracking technique applied to the full array. The matched-field analysis includes a comparison of the
incoherent product of the processed data from the horizontal and vertical subapertures with coherent
processing of the data from the full L-shaped array. Subaperture processing is of interest since there
is a ~loose! requirement that the number of data snapshots be greater than or equal to the number of
array elements. This presents averaging difficulties for large arrays when the source being observed
is moving. Analyzing each array leg separately allows the use of a smaller number of snapshots from
which averaged quantities are constructed. Taken separately, the vertical leg of the array provides
range-depth information, while the horizontal leg provides bearing information. The incoherent
product of each leg is compared to processing the full array coherently illustrating that the
incoherent product generally worked as well, or better than, processing the full array, producing
compact maxima at the ship location, and producing fewer false source locations.
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I. INTRODUCTION

Matched-field processing~MFP! is a generalization of
plane wave beamforming where measured hydrophone data
are correlated with simulated acoustic fields~replicas! which
correspond to trial source locations.1–3 Just as plane-wave
beamforming determines the direction of acoustic sources by
correlating with the phase delays associated with different
arrival directions, MFP determines the locations of acoustic
sources by correlation with simulated multipath structure
arising from different source positions. Principally MFP has
been applied to information on vertical arrays, although this
is not a limitation of the method. Some of the more recent
work has used long horizontal arrays,4,5 tilted arrays,6,7 and
multiple vertical line arrays.8 More recently, in the case
where the source location is known~at least approximately!,
MFP has been extended to the task of inverting measured
acoustic data for environmental parameters.9–11 The focus of
this paper is to perform environmental inversion followed by
localization and tracking of a surface ship using an L-shaped
receiver array comprised of one vertical segment and one
horizontal segment, each with 32 elements. The matched-
field analysis includes a comparison of the incoherent prod-
uct of the processed data from the horizontal and vertical
subapertures with coherent processing of the data from the
full L-shaped array.

One problem that must be addressed in any MFP appli-
cation is the possibility of a moving source. Generally speak-
ing, for a stationary source, any averaging process performed
on the data will increase the signal-to-noise ratio on the re-
ceiving array as a monotonically increasing function of the

length of time used. The cross-spectral density~CSD! matrix
is formed from such an averaging process, and its signal to
noise information content is affected accordingly. Matched-
field processing as implemented in this paper has at its heart
the CSD matrix, anN by N data covariance matrix~as de-
scribed in the next section!. However, if a source is moving,
then the amount of time that can be averaged over without
violating the no motion assumption is limited. Song12 has
researched this very issue extensively and provided general
rules for limits on averaging time. Tran and Hodgkiss13

found that sources moving at low speeds do not significantly
degrade results using standard MFP techniques. In the case
of high speed sources, many methods have been suggested to
overcome this difficulty, ranging from more sophisticated
replica generation3,12,14 to more sophisticated matched-field
processors.15,16 The particular matched-field processor em-
ployed in this work is referred to as eigenvalue or singular
value decomposition.~See pages 407 and 408 of Ref. 1.! In
our specific implementation all eigenvalues greater than zero
~to machine precision! and their associated eigenvectors
were used in the processing. All remaining components of
the eigenvectors were neglected. In the past these methods
have proved effective in reducing the influence of noise by
separating the eigenvalue spectrum of the CSD matrix into
two subspaces, one representing the desired signal and the
other representing a combination of the underlying processes
generally referred to as noise. Because a better description of
the signal across the receiving array is usually found by in-
cluding a larger percentage of the signal subspace, the best
results are obtained for nonsingular CSD matrices. The gen-
eral ‘‘rule of thumb’’ in forming a nonsingular CSD matrix
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from data is to average over a number of time periods~snap-
shots! at least as large as the number of elements in the
receiving array. Violations of this rule generally will result in
rank-deficient matrices, requiring singular value decomposi-
tion methods. This creates an additional unusable subspace,
reducing the performance of the matched-field processing al-
gorithm. If CSD matrices for subapertures of a multidimen-
sional array can be formed in such a way as to capture non-
redundant information, then the averaging time period
associated with the smaller subaperture will reduce many of
the difficulties with the moving source. However, this might
be at the expense of a decrease in spatial resolution.

In Sec. II we discuss environmental inversion using the
radiated acoustic energy from a surface ship, used to validate
and expand upon the archival environmental data. Section III
contains a brief description of the experimental data set pro-
cessed. In Sec. IV, results from the analysis of this experi-
mental data are presented. In Sec. V, results are summarized.

II. MATCHED-FIELD INVERSION: FOCALIZATION
ALONG A TRACK

In conventional MFP at a single frequency, a replica
vector @w~x!# is created from a set of replica fields at each
receiver. Although the replica fields are sometimes provided
by a database of measured data,17 they are more commonly
provided by a numerical simulation model. The replica fields
used to analyze the data from these experiments were gener-
ated by a range-dependent adiabatic mode propagation
model.18 Such models are appropriate when the environmen-
tal parameters are slowly varying. As will be seen in Sec. III,
these conditions were satisfied. Their main advantage in this
context is the speed in numerically calculating linear
matched-field processors, as shown in Ref. 18. The replica
vector is matched to a single frequency time-averaged data
covariance matrix. In general, the output of a matched-field
processor, called an ambiguity surface, is a function of three
spatial coordinates, but this parameter space is often reduced
to two by either assuming the target maintains a constant
depth, or a constant azimuth. For the environmental inver-
sions presented in this paper, the source track was assumed
to be at a constant azimuth to the receiver arrays, along an
iso-bathymetric line.

All of the work presented here is based on the Bartlett
matched-field processor. For data collected during the time
interval tn it is defined by

Btn
~x!5w†~x!•K tn

•w~x!, ~1!

wherew~x! is the acoustic replica vector with components
equal to the modeled complex acoustic pressure at the radial
frequencyv for the i th receiver of theM distinct receivers in
the array. The quantityw†(x) is the transpose conjugate of
w~x!. Each replica vector is scaled to have unit norm and
depends on the source location at a ranger and a depthz. In
Eq. ~1!, K tn

is a data covariance matrix with elements

Ktn ,i j 5
1

Np
^ p̃i p̃ j* &Dtn

, ~2!

wherep̃* is the complex conjugate ofp̃, the angular brack-
ets indicate an average over time, andNp is a normalization
constant defined as the trace ofK . TheDtn used in our data
analysis was 30 s, from which 15 2 s segments were used to
createK tn

. Singular value decomposition was used to deter-
mine the eigenvectors (vi) and associated eigenvalues (l i),
allowing K tn

to be written as1

K tn
5V•L•V†,

whereV is the matrix of eigenvectors with nonzero eigen-
values,L is the matrix of eigenvalues. IfNs is the number of
nonzero eigenvalues,Btn

can be written as

Btn
5(

i 51

Ns

l i uvi
†
•wu2.

Btn
is normalized in such a way that a perfect match between

data and replica produces a maximum value of 1. Ambiguity
surfaces are typically analyzed as log10(Btn

), with a perfect
match being 0 dB, and negative values being the degradation
of the processor.

When the assumptions of no motion are valid, the aver-
age in Eq.~2! could be made arbitrarily long to achieve the
desired signal-to-noise ratio. However, the source tracked in
this work was, for a substantial portion of the time, moving
too quickly to be considered stationary, limiting the averag-
ing time. An alternative method to increase the signal-to-
noise ratio is to use a longer fast Fourier transform~FFT!.
This approach was not used since the excessive speed of the
source also manifests itself in the acoustic data by the intro-
duction of a Doppler shift. The best results were obtained
using a~rather large! 1/2 Hz bin width in the FFTs which
kept the frequencies used for processing from significantly
leaking to neighboring bins and thereby reducing the signal-
to-noise ratio.

The environmental inversion method used was a variant
of the method called ‘‘focalization’’ described in Collins and
Kuperman.19 This method uses a global optimization proce-
dure to search simultaneously for environmental parameters
as well as the physical position of the source. As the name
implies, the algorithm ‘‘focuses’’ the environment and ‘‘lo-
calizes’’ the sources simultaneously. To invert for environ-
mental parameters it is best if the source and receiver posi-
tions are known precisely. However, in practice this is often
difficult to do, mainly because of platform motion. Thus
many researchers have found that it is critical in inversion
problems to allow the source and receiver positions to vary,
otherwise the parameter values are skewed as the optimiza-
tion procedure compensates for errors in the assumed source
and receiver positions. In our particular case, since we knew
the source and receiver positions reasonably well, those pa-
rameters were constrained to a relatively small interval.
Similarly, the array depth and tilt parameters were also
implemented within our inversion analysis. However, all re-
sults obtained found the vertical array with nearly zero tilt
and positioned correctly in depth as measured during the
array deployment. Thus these parameters could be consid-
ered fixed.
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As previously discussed, the normal procedure in focal-
ization is to use a global optimization procedure to simulta-
neously search for the environmental parameters and the spa-
tial coordinates for the source position that maximizes
Btn

(r ,z). For each iteration of the simulated annealing, the
replicasw(r ,z) are computed for the estimated set of envi-
ronmental and geometric parameters, and these replicas are
matched to the source track data~which is a set of CSD
matrices,$K tn

%n51
N computed at times$tn%n51

N ) using the
Bartlett matched-field processor. Since the source was mov-
ing, we have generalized this idea by maximizingBtn

(r ,z)
for a sequence ofN covariance matrices corresponding to the
times$tn%n51

N for the different covariance matrices. As a con-
sequence of this maximization algorithm, we also obtain es-
timates of the ship position in range and depth for each of
these covariance matrices. Although it is not an explicit re-
quirement of the cost function~as defined below! that these
ranges be in sequence, the focalization results do produce
sequential ranges.

The details of the simulated annealing optimization al-
gorithm we used can be found in the appendix of Collins and
Kuperman.9 However, for each iteration we perturb all pa-
rameters simultaneously, instead of one at a time. In an op-
timization procedure we normally think in terms of minimiz-
ing an error/cost function that depends on the search
parameters. In simulated annealing this function is often re-
ferred to as an energy function. Thus we define our energy

function for a sequence ofN source positions as

E5
1

N (
n51

N

Etn
,

where

Etn
51.02Btn ,max, and

~3!
Btn ,max5maxr min,r ,r max

zmin,z,zmax
@Btn

~r ,z!#.

Here, the replicasw(r ,z) were computed using the current
estimate for the environmental parameters. At the beginning
of each iteration of the simulated annealing algorithm, all
parameters are perturbed along a predetermined optimally
rotated coordinate system.20 This rotated coordinate system
also provides valuable information concerning the parameter
hierarchy and parameter coupling.21

III. EXPERIMENTAL DATA SET

The first rapidly deployable systems experiment
~RDS-1! used an L-shaped array with one vertical and one
horizontal leg. RDS-1 was an international effort between
scientists from the United States, Canada, the United King-
dom, and Australia. The experiment was conducted in the
North Atlantic Ocean, about 100 miles South-East of Nova
Scotia, Canada, during the Fall of 1997. A variety of receiver

FIG. 1. Bathymetry~depths given in meters! for the RDS-1 experiment, roughly 100 miles southeast of Halifax, Nova Scotia. Our L-shaped acoustic receiver
array was deployed close to the shelf break, in roughly 100 m of water.~The symbol ‘‘A’’ marks the position of the NRL L-shaped receiver array.! The MFP
modes were computed on a grid of 29 pixels by 25 pixels, which spanned an area of 5.67 km~in latitude! by 5.55 km~in longitude!. The white rectangular
box delimits the area where replicas were computed on a much finer grid of 224 pixels by 267 pixels, giving a resolution of roughly 12.5 m both in latitude
and longitude.
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arrays and sources were part of this experiment, but only two
are of concern in this current work. The sound source was
ship generated noise from the Canadian vessel CFAV En-
deavour, and the receive arrays were part of an autonomous
satellite-linked system from the United States Naval Re-
search Laboratory. We wish to stress that the source used was
the Endeavour itself and not an acoustic transducer. To this
end, the nominal source depth was taken to be 5 m. In fact,
there was no reliable noise analysis data for the Endeavour,
so we had no way of knowinga priori how it radiated as a
source or what the spectral content of that sound might look
like. Furthermore, there is the obvious fact that the vessel is
certainly not a point source, and thus the 5 m source depth is
somewhat arbitrary.

All results presented are from data received on the 64
element L-shaped array located in approximately 100 m of
water at latitude 43° 18.248 North ~43.304°N! and longitude
61° 12.68 West~61.210°W!. The hydrophone spacing on the
horizontal leg was 5 m, while the hydrophone spacing for the
vertical leg was 2.5 m, with the first element positioned 5 m
above the sea floor. The horizontal leg extended in a north-
easterly direction~roughly 30° bearing! away from the point
where it adjoins the vertical leg. Figure 1 shows the bathym-
etry around this location. The bathymetry data used in our
calculations came from two sources. We began with archival
data, but this was substantially augmented during the course
of RDS-1 by logging the information from the Endeavour
depth sounder. For this augmentation, a grid of ship tracks
was laid out that was designed to fill in the areas where the
archival data were sparse. The result was a fairly comprehen-
sive data set. The computational grid for the mode functions

used in the MFP is the full region shown in Fig. 1. This
29-by-25 grid covered a region that measured 5.67 km~in
latitude! by 5.55 km~in longitude!, which was sufficient for
our calculations. Modes are calculated at the center of each

FIG. 2. Roughly 3 h ofship track for the Endeavour. The track begins at roughly 61.205°W 43.314°N and ends close to the position of the NRL DAU~Data
Acquisition Unit!. The data are taken from the onboard GPS navigation system. Each point is separated by 1 min of time. The horizontal leg of the receiver
array is oriented at a 30° heading.

FIG. 3. Two measured sound speed profiles@one from an expendable
bathythermograph~XBT!, the other from an expendable sound velocity
probe~XSV!# were averaged and smoothed to give the profile that was used
in all our MFP. These two raw data sets were chosen because they were
collected close in time to when our acoustic data were recorded, and were
also spatially close to the Endeavour track.
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square pixel within which the depth is taken to be constant.
Within this computational grid is the actual region of interest
~shown by the box in Fig. 1! where the MFP and tracking
were performed. Here the field was calculated on a much
finer grid of 224 pixels horizontally by 267 pixels vertically,
giving us a resolution~both in latitude and longitude! of
roughly 12.5 m.

The ship speed~Endeavour! was usually about 2.6 m/s.
This speed was taken into account when determining the
appropriate amount of averaging necessary to achieve a
stable cross-spectral density~CSD! matrix of the data with-
out violating the no motion assumption. This led to our
choice of a 30 s averaging time since the ship generally
moved substantially less than one wavelength during this
time interval. However, there were occasions when the ship
was moving substantially faster, which introduced additional
difficulties into the data analysis that we will discuss later.
Figure 2 shows the vessel position as recorded by the on-

board global positioning system~GPS!-linked navigation
system, in which adjacent data points are separated in time
by 60 s.

Both XBTs and XSVs were used to measure the sound
speed profiles throughout RDS-1, and were spatially distrib-
uted throughout the main area of interest. Figure 3 shows
two profiles collected close to the receiver arrays, at times
just before and just after the acquisition of the acoustic data.
The average of these two profiles~after some smoothing!
was used in all the MFP in this paper.

IV. RESULTS

A. RDS-1 inversion for geophysical parameters

Since we had noa priori knowledge of the acoustic
emissions from the Endeavour, one immediate problem was
deciding at which frequency~or frequencies! to begin the
processing. Figure 4~a! shows a spectrogram taken over a

FIG. 4. Two spectrograms taken during RDS-1. In~a! the Endeavour passed within 0.5 km of our receiver array, producing a classic washtub pattern from the
low-level broadband emissions spanning 50 Hz up to over 250 Hz. Many of the strong lines in the acoustic spectra persisted even when the Endeavour moved
out to a range of 7.5 km, as shown in~b!. Only the weak lines at frequencies of 118.5, 121, and 148 Hz were attributable to the Endeavour. Data for
hydrophone number 48 was chosen because this was located half way along the vertical leg of the receiver array, putting it close to the middle of the water
column. The scale given is in relative dB.

TABLE I. RDS-1 geophysical parameters obtained from Benson, Chapman, and Antonion~see Ref. 22! ~Ar-
chival! and obtained by inversion. The inverted set exhibits a much thinner sediment and different basement
values, particularly for attenuation. We have also allowed for a sound speed gradient within the sediment.

Parameter
Search range
@min, max#

Archival
value

Inverted
value

1 Sound speed, top of sediment~m/s! @1550, 1800# 1697 1784
2 Sediment sound speed gradient~m/s/m! @0, 15# 0a 14.02
3 Sediment thickness~m! @5, 40# 24 12.91
4 Sediment density~g/cm3! @1.1, 2.2# 1.72 2.14
5 Sediment attenuation~dB/l! @0.005, 0.250# 0.1 0.02
6 Basement sound speed offset~m/s!b @0, 400# 279 38
7 Basement density offset~gm/cm3!b @0, 1# 0.41 0.36
8 Basement attenuation~dB/l! @0.005, 0.250# 0.1 0.02

aThe archival data assumed no gradient in the sediment.
bBasement offset values are relative to the bottom of the sediment layer.
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period of time when the Endeavour was moving past the
L-shaped receive array. The classic washtub pattern, sym-
metrical about the point of closest approach~0.5 km!, is a
consequence of the Lloyd’s mirror pattern as a function of
frequency from the wideband signature of the ship. The En-
deavour is generating broadband noise from around 50 Hz to
at least 250 Hz, and these levels are quite low. Also clearly
visible in Fig. 4~a! are a number of strong lines, many of
which still persist even when the Endeavour moves out to a
range of 7.5 km, as in Fig. 4~b!. Unfortunately, all of these
strong lines are attributable to passing cargo vessels, other
research vessels, other acoustic signals being broadcast into
the water, or artifacts of our acquisition system. Of the
weaker ‘‘lines’’ present in Fig. 4~all of which were often
buried in the background noise!, preliminary MFP analysis
using the archival geophysical parameters revealed that only
those at frequencies of 118.5, 121, and 148 Hz could be
attributed to the Endeavour. Since there was no reason to
favor any one of the three, we chose the first of these fre-
quencies~118.5 Hz! for our environmental inversion. It was
felt that these frequencies did not provide enough diversity to
give any impact on a multifrequency inversion. However, in
the MFP, incoherent averaging between 118.5 and 148 Hz
does produce some sidelobe reduction. The inclusion of 121
Hz did not improve the results because it is somewhat redun-
dant, being so close in frequency to the 118.5 Hz informa-
tion.

The environmental inversion relied on data from a time
period when the Endeavour was northeast of the receiving
arrays and moving slowly toward the arrays from a range of
roughly 1.4 km to a range of roughly 1.3 km. In addition to
the fact that the ship was moving slowly, these data were
used because the bathymetry between the receiver and the
ship was nearly range independent. Eight CSD matrices were
computed from a spectral domain average of 15 consecutive
time periods, each of which used 2 s of the time series to
calculate the FFT.~Each CSD matrix therefore contains in-
formation from 30 s of time.! The spatial search window@see
Eq. ~3!# was r min51.3 km, r max51.5 km, zmin51 m, and
zmax58 m.

The results of the geophysical parameter inversion are
shown in Table I, together with values for this region ob-

tained from Benson, Chapman, and Antonion.22 It should be
noted that Benson and co-workers22 did not permit a gradient
in the sediment layer. The search windows for each param-
eter are also included in the table. Comparing these two sets
of geophysical parameters, the inverted parameters exhibit a
thinner sediment layer with a faster sound speed, as well as
differences in the basement parameters. To give some indi-
cation of how well the inverted environment performs rela-
tive to the archival values, the degradations of the matched-

FIG. 5. Distribution of singular values of the CSD matrix as a function of
time: all 64 channels~a!, vertical 32 channels~b!, horizontal 32 channels~c!.
Due to the time-limited nature of the processing, the CSD matrices are rank
deficient with the number of nonzero values equal to the number of snap-
shots.

TABLE II. Comparing the performance of the inverted parameter set and
those from Benson, Chapman, and Antonion~see Ref. 22! ~Archival!. The
new environment yields significantly lower MFP degradations~indicating a
closer match between the measured field on the receiver array and the com-
puted field! and tracks the position of the surface vessel~Endeavour! at long
range more closely than the archival environment. The range estimates are
also monotonic for the new environment.

Archival
environment

Inverted
environment

GPS navigation
data

Short-range average
degradation~dB!

3.5 1.4

Long-range average
degradation~dB!

4.6 2.1

Range interval—short
range~m!

1340–1500 1340–1440 1320–1430

Range interval—long
range~m!

1860–1950 1780–1850 1720–1810
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field processor are compared in Table II. The inverted
parameter set yields significantly smaller degradations, indi-
cating a greatly improved match of the replica field to the
measured data. Additionally, the source range predictions for
the two parameter sets are compared in Table II for two
source tracks at different ranges. The inverted parameter set
gives much better range predictions in both cases, and the
predicted ranges are monotonic, in keeping with the data;
this is not the case for the archival parameter set. It should be
noted, however, that the coordinate rotation technique indi-
cates that the sediment sound speed, the sediment sound
speed gradient, and the sediment thickness are all coupled
and are the most important parameters in their effect on the
cost function. Therefore many combinations of these three
parameters would give similar cost function values.

The time-limited averaging of the data created rank de-
ficient CSD matrices. The singular value decomposition of
these matrices produced only 15 usable eigenvalues, as seen
in Fig. 5. Because of this relatively modest fraction of the
full space, the usual eigenvalue approach of separating the
signal and noise subspaces proved unreliable and thus the
entire nonsingular portion of the CSD matrices were used in
calculatingBtn

. Figure 6 shows two typical outputs of the
matched-field processor in the range-depth plane using a
range-independent environment, with replicas created using
the inverted geophysical parameter set. In spite of the limi-
tations imposed by assuming that the Endeavour was a point
source, the inverted parameter set was seen to be adequate
for providing MFP results that successfully locate the surface

source. The position of the Endeavour is marked by the sym-
bol ‘‘E’’ at the top edge of each plot.

To gain more information about the acoustic emissions
from the Endeavour, we used MFP to probe the noise ema-

FIG. 7. Degradation from the MFP using information from the vertical leg
of the receiver array, using the inverted parameter set. A small portion of the
time series~30 s! was processed in 1 Hz increments from 100 up to 200 Hz.
Any relatively strong noise output from the surface vessel will generate a
low degradation in the MFP. Clearly the Endeavour generates fairly low-
level broadband noise at the low speeds realized in our RDS-1 data set. The
two curves are included to show the variability, and were produced from
data taken 6 min apart. For the dashed curve, the Endeavour was slightly
further away from the receiver array.

FIG. 6. Two results~taken from a sequence of many such results! of the MFP in the range-depth plane, at two locations along a range-independent track. This
track was chosen to invert for the geophysical parameters. The source was a surface ship~Endeavour! that was arbitrarily chosen to be a point source at a depth
of 5 m. In spite of these limitations the MFP is clearly able to track the~relatively quiet! surface ship using the inverted geophysical parameter set.

2897J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Nicholas et al.: Ship tracking using matched-field processing



nating from the particular spatial location of this vessel only.
From the time series information on the vertical leg of the
receive array~taken over a short period of time when the
Endeavour was close!, we used the inverted environmental
parameters and processed the data in 1 Hz increments from
100 up to 200 Hz. The resulting degradations are shown in
Fig. 7. The frequencies at which the degradations are small-
est will be those that correspond to noise generated from the
Endeavour. Clearly there are no strong lines, as we suspected
from the spectra in Fig. 4. The two highest features are a
broad peak centered around;120 Hz, and a narrower one at
148 Hz. Other features in Fig. 7 turned out to be unrelated to
the Endeavour upon further examination.

B. RDS-1 matched-field processing

Using the inversion results for the environmental param-
eters~described earlier!, replicas at 118.5 Hz were computed
for the environmental/modal grid described previously. As
with the geophysical parameter inversion, the CSD matrices
used 15 consecutive data segments, each of which used 2 s of
the time series for the calculation of the FFT.

For a 3 hperiod of time 360 ambiguity surfaces were
computed, and compared to the position of the Endeavour
from the GPS logs. Figure 8 shows a plot of typical MFP
ambiguity functions from near the beginning of this se-

quence, when the Endeavour was north of the receiver array:
~a! results using the vertical leg only,~b! results for the hori-
zontal leg only,~c! is for the coherent processing of all 64
elements of both array legs, and~d! is the incoherent product
of the vertical and horizontal legs. At a later time the En-
deavour had moved to the east of the receiver arrays. Typical
MFP results at this later time are shown in Fig. 9.

Figures 8~a! and 9~a! show that processing only the ver-
tical leg of the receiver arrays yields good range information
as expected. There is some symmetry breaking resulting
from variations in the bathymetry, but clearly there is very
little bearing information to be had from processing data
from this array only. The converse result is obtained when
processing data received only for the horizontal leg, which
yields good bearing information but does not reveal much
about the range of the sound source. Figures 8~b! and 9~b!
exhibit many strong maxima in the ambiguity surface, posi-
tioned along two fairly well defined radials. One of these
radials extends through the bearing of the Endeavour, while
the other is a result of the left-right ambiguity always present
when processing information from horizontal arrays. The
horizontal array has a heading of roughly 30°.

Processing all 64 elements coherently~from both array
legs! combines the performance of each individual leg. The
L-shaped configuration can provide information about both
range and bearing, resulting in ambiguity surfaces with fewer

FIG. 8. Typical MFP results using the Endeavour as a surface sound source, taken from many such results for a 3 hperiod of time. These ambiguity surfaces
are generated by processing the same portion of the time series using four different methods.~a! is the MFP result using the vertical leg only,~b! is for the
horizontal leg only,~c! is for the coherent processing of all 64 elements of both array legs, and~d! is the incoherent product of the vertical and horizontal legs.
These plots cover 6 dB of dynamic range. The Endeavour~symbol ‘‘E’’ ! is located north of the NRL L-shaped array~symbol ‘‘A’’ !.
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and more compact maxima. As with the horizontal and ver-
tical array, typical results are shown in Figs. 8~c! and 9~c!.
Some left-right ambiguity still exists, and there are still some
false source positions at the wrong range. At those times
when the source is moving quickly it is difficult to obtain a
stable CSD matrix for an array of 64 hydrophones, since the
time length averaging requirements compete with the fact
that the source has moved on to another position during the
time taken to acquire these snapshots. However, processing
each 32-element leg separately helps in this regard, and one
can then take an incoherent product to combine the indi-
vidual advantages of the vertical array leg~good range infor-
mation! and horizontal array leg~good bearing information!.
When combined, the environmental symmetry breaking from
processing the vertical leg only~described earlier!, while
merely giving crude bearing information, is often enough to
break the left-right ambiguity from processing the horizontal
leg only. Figures 8~d! and 9~d! show that this method applied
to information from an L-shaped array suppresses many of
the false source positions. Combining all 360 ambiguity sur-
faces into a sequence of images covering a 3 hperiod shows
the ambiguous source positions are not persistent.

Figure 10 shows the degradations for the 118.5 Hz data
over the entire 3 h period of the Endeavour track analyzed.
As one might expect, the best matches occurred at those
instances where the ship was close to the receiver arrays and
moving slowly. There is a brief period of time~;4500–

FIG. 9. Another example of using MFP to track a quiet surface ship~see Fig. 8!. These four plots were for a later period of time, with the Endeavour located
east of the receiver array. As with Fig. 8,~a! is the MFP result using the vertical leg only,~b! is for the horizontal leg only,~c! is for the coherent processing
of all 64 elements of both array legs, and~d! is the incoherent product of the vertical and horizontal legs. These plots also have 6 dB of dynamic range.

FIG. 10. MFP degradations of the 3 h time period studied from RDS-1. The
best results~lowest degradations! were for those times when the Endeavour
was moving slowly, and was closer in to the receiver array. The sudden drop
in values from;4500 to ;5600 s was the period when the Endeavour
passed across the northeast endfire of the horizontal array. The curve labeled
VxH is the incoherent average for the vertical and horizontal legs of the
receiver array. We did not divide by the number of hydrophones when these
values were computed. The points in time for which the results in Figs. 8
and 9 were calculated are also indicated.
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;5600 s! where there is a marked increase in the degradation
amplitude. During this period the Endeavour’s speed in-
creased substantially as it moved across the northeast endfire
of the horizontal array. MFP is based on the assumption that
the acoustic propagation from the source does not change
appreciably over the time interval of the data being pro-
cessed. Clearly this assumption is violated over that time
interval, during which the relative bearing from the receiver
arrays to the Endeavour changes by more then 90°, and the
ship has moved from waters that are slightly shallower to
some that are slightly deeper. It is important to note in this
figure that we have not normalized the degradations by the
number of hydrophones in the receiver array, as is sometimes
done. Since the degradations on the horizontal leg are so low,
the degradations for VxH~the incoherent average! are some-
what better than for the vertical leg degradations alone.

As described in Sec. II, a sequence~in time! of MFP
ambiguity surfaces can be used for source tracking by using
a process called matched-field tracking~MFT!.23 Processing
over long sequences of surfaces performs poorly when the
sound source is making rapid heading changes or rapid speed
variations, while taking too short a sequence does not pro-
vide good rejection of the spurious false source positions.
Consequently, we typically search for possible tracks over
eight consecutive MFP ambiguity surfaces. Figure 11 shows
the results for the two Endeavour positions~North and East
of the receiver arrays! that were used in several of the earlier
figures. Comparing MFP results~Figs. 8 and 9! to MFT re-
sults ~Fig. 11! illustrates how the tracking algorithm can re-
move the false source positions that do not persist from snap-
shot to snapshot in time.

V. SUMMARY

For a moving source, we inverted for the geophysical
parameters using a sequence of data samples. The environ-
ment we obtained from this inversion enabled the successful
MFP localization and tracking of a surface ship. The surface
ship used as a sound source~Endeavour! radiated weak,
broadband noise from 50 up to 250 Hz, with no prominent,
sharp lines. We identified weak and variable~intensity! lines

at 118.5, 121, and 148 Hz that were attributable to the En-
deavour, and we were able to track the vessel for a full 3 h
period. Signal-to-noise ratios were very low throughout this
period, and the ship speed and heading were variable.

In processing the data, the vertical array gave good
range information, with some symmetry breaking from the
bathymetry. The horizontal array gave good bearing informa-
tion. Treating all 64 elements~both arrays! coherently per-
forms well in locating the Endeavour, while taking the inco-
herent product from the vertical and horizontal arrays
generally performed as well or better. In this case, the pro-
cessing of the orthogonal subapertures was a benefit in re-
ducing the number of data snapshots needed for stable CSD
matrices, which in principle could allow one to track faster
targets. In our experience multidimensional arrays consisting
of several subapertures arranged in similar physical orienta-
tions capture essentially redundant information.13,24 The
matched-field processor from each array produces a similar
ambiguity surface to the others which, when incoherently
summed, had no effect other than to make the ambiguities
slightly larger. On the other hand, coherent processing of the
data from the full pentagonal array takes advantage of the
horizontal spatial extent of the array and serves to better
localize the source position while suppressing false ambigu-
ities.

ACKNOWLEDGMENTS

This work was supported by the Office of Naval Re-
search. Thanks also to Defence R&D Canada-Atlantic who
hosted the experimental component of this work on their
vessel, RV Endeavour.

1A. B. Baggeroer, W. A. Kuperman, and P. N. Mikhalevsky, ‘‘An overview
of matched field methods in ocean acoustics,’’ IEEE J. Ocean. Eng.18,
401–424~1993!.

2H. P. Bucker, ‘‘Use of calculated sound fields and matched field detection
to locate sound sources in shallow water,’’ J. Acoust. Soc. Am.59, 368–
373 ~1976!.

3A. Tolstoy, Matched Field Processing for Underwater Acoustics~World
Scientific, Singapore, 1993!.

4D. P. Knobles and S. K. Mitchell, ‘‘Broadband localization by matched

FIG. 11. Output from the source tracking algorithm of Fialkowskiet al. ~see Ref. 23!. These are two typical examples taken from a sequence of hundreds of
such plots that span the time period when we were tracking the Endeavour. Since the false source positions do not persist in time from snapshot to snapshot,
the algorithm suppresses them relative to the~more persistent! true source position.

2900 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Nicholas et al.: Ship tracking using matched-field processing



fields in range and bearing in shallow water,’’ J. Acoust. Soc. Am.96,
1813–1820~1994!.

5Experimental Inversion Methods for Exploration of the Shallow Water
Environment, edited by J.-P. Hermand, M. B. Porter, S. M. Jesus, and A.
Caiti ~Kluwer, Dordrecht, 2000!.

6N. O. Booth, A. T. Abawi, P. W. Schey, and W. S. Hodgkiss, ‘‘Detectabil-
ity of low-level broad-band signals using adaptive matched-field process-
ing with vertical aperture arrays,’’ IEEE J. Ocean. Eng.25, 296–313
~2000!.

7A. T. Abawi, N. O. Booth, and P. Schey, ‘‘The effects of source motion on
the performance of matched field processors,’’ J. Acoust. Soc. Am.107,
2889–2890~2000!.

8B. Tracey, N. Lee, L. Zurk, and J. Ward, ‘‘Array design and motion effects
for matched field processing,’’ J. Acoust. Soc. Am.108, 2645~2000!.

9M. D. Collins, W. A. Kuperman, and H. Schmidt, ‘‘Nonlinear inversion
for ocean-bottom properties,’’ J. Acoust. Soc. Am.92, 2770–2783~1992!.

10Full Field Inversion Methods in Ocean and Seismo-Acoustics, edited by
O. Diachok, A. Caiti, P. Gerstoft, and H. Schmidt~Kluwer, Dordrecht,
1995!.

11‘‘Special issue on geoacoustic inversion in range-dependent shallow-water
environments,’’ IEEE J. Ocean. Eng.28 ~2003!.

12H. C. Song, ‘‘Performance bounds on the passive localization of a moving
source for ocean acoustics,’’ Ph.D. thesis, MIT, 1990.

13J.-M. Q. D. Tran and W. S. Hodgkiss, ‘‘Matched-field processing of
200-Hz continuous wave~cw! signals,’’ J. Acoust. Soc. Am.89, 745–755
~1991!.

14C. A. Zala and J. M. Ozard, ‘‘Matched-field processing for a moving
source,’’ J. Acoust. Soc. Am.92, 403–417~1992!.

15L. M. Zurk, N. Lee, and J. Ward, ‘‘Source motion mitigation for adaptive
matched field processing,’’ J. Acoust. Soc. Am.113, 2719–2731~2003!.

16J. R. Daugherty and J. F. Lynch, ‘‘Surface wave, internal wave, and source
motion effects on matched field processing in a shallow water wave-
guide,’’ J. Acoust. Soc. Am.87, 2503–2526~1990!.

17L. T. Fialkowski, M. D. Collins, W. A. Kuperman, J. S. Perkins, L. J.
Kelly, A. Larsson, J. A. Fawcett, and L. H. Hall, ‘‘Matched-field process-
ing using measured replica fields,’’ J. Acoust. Soc. Am.107, 739–746
~2000!.

18W. A. Kuperman, M. B. Porter, J. S. Perkins, and R. B. Evans, ‘‘Rapid
computation of acoustic fields in three-dimensional ocean environments,’’
J. Acoust. Soc. Am.89, 125–133~1991!.

19M. D. Collins and W. A. Kuperman, ‘‘Focalization: Environmental focus-
ing and source localization,’’ J. Acoust. Soc. Am.90, 1410–1422~1991!.

20M. D. Collins and L. Fishman, ‘‘Efficient navigation of parameter land-
scapes,’’ J. Acoust. Soc. Am.98, 1637–1644~1995!.

21L. T. Fialkowski, J. F. Lingevitch, J. S. Perkins, D. K. Dacol, and M. D.
Collins, ‘‘Geoacoustic inversion using a rotated coordinate system and
simulated annealing,’’ IEEE J. Ocean. Eng.28, 370–379~2003!.

22J. Benson, N. R. Chapman, and A. Antonion, ‘‘Geoacoustic model inver-
sion using artifical neural networks,’’ Inverse Probl.16, 1627–1639
~2002!.

23L. T. Fialkowski, J. S. Perkins, M. D. Collins, M. Nicholas, J. A. Fawcett,
and W. A. Kuperman, ‘‘Matched-field source tracking by ambiguity sur-
face averaging,’’ J. Acoust. Soc. Am.110, 739–746~2001!.

24‘‘Santa Barbara Channel Experiment~SBCX! Test Plan,’’ SPAWAR Sys-
tems Center San Diego internal publication~April 1, 1998!.

2901J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Nicholas et al.: Ship tracking using matched-field processing



Guided wave propagation in three-layer pavement structures
Nils Rydena)

Department of Engineering Geology, Lund Institute of Technology, Lund University, Box 118,
S-221 00, Sweden

Michael J. S. Lowe
Department of Mechanical Engineering, Imperial College, London SW7 2AZ, United Kingdom

~Received 10 March 2004; revised 25 August 2004; accepted 26 August 2004!

A study on guided waves in a layered half-space with large velocity contrasts and a decreasing
velocity with depth is presented. Multiple mode dispersion curves are calculated in the complex
wave number domain, taking into consideration the attenuation caused by leakage into the
underlying half-space. The excitability of the modes by a vertical point force on the surface is also
calculated. Results show that the measurable wave field at the surface of a pavement structure is
dominated by leaky quasi-Lamb waves in the top and second layers. The fundamental antisymmetric
mode of vibration is the dominating mode generated in the stiff top layer. This mode drives the
complete system and continuity across the boundaries generates higher order modes in the
embedded second layer. The interaction of leaky Lamb waves in the first two layers results in large
variations in the excitability and the attenuation, so that only the waves corresponding to certain
portions of the dispersion curves are measurable remote from the source at the pavement surface. It
is concluded that these portions of dispersion curves can be individually resolved in practice, by
using multichannel processing techniques. This holds the potential for a refined nondestructive
testing technique for pavements. ©2004 Acoustical Society of America.
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I. INTRODUCTION

Guided waves are used in a broad range of applications
ranging from global seismology to acoustic microscopy.
These waves are formed by the interaction of longitudinal
~a! and shear~b! bulk waves and the geometry of the me-
dium. Consequently guided waves carry information on the
structural properties~thickness, bonding, and elastic con-
stants! of the medium. New applications using guided waves
are continuously being developed and often each new appli-
cation calls for a detailed analysis on the nature of wave
propagation in each specific case~Lowe and Cawley, 1995a;
b; Long et al., 2003; Lefeuvreet al., 1998!.

The theoretical basis of wave propagation in a layered
elastic half-space using matrix methods was introduced by
Thomson~1950! and Haskell~1953!. Since then a large num-
ber of studies on wave propagation in layered systems have
been presented; see for example~Lowe, 1995!. However,
there are only a limited number of studies on guided waves
in a multi-layered medium with large velocity contrasts and a
decreasing velocity with depth~Picket, 1945; Jones, 1962;
Vidale, 1964; Zhang and Lu, 2003!. This case is of specific
interest in acoustic nondestructive testing of pavements and
is the motivation and focus for the work presented here. An-
other application that falls into this category is ultrasonic
testing of some types of coated materials~Shuvalov and Ev-
ery, 2002! and sandwich structures~Lefeuvreet al., 2000!,
and it is possible that the generic findings here may also be
useful in those fields.

Related studies have dealt with the case of one stiff
~fast! layer on a lower velocity half-space~Press and Dobrin,
1956; Jones, 1962; Lefeuvreet al., 1998; Chenget al., 2001;
Ryden and Park, 2004!. Yapura and Kinra~1995! investi-
gated dispersion curves and mode shapes for a fluid–solid
bilayer. Guided waves trapped in an embedded lower veloc-
ity layer have been studied by Parra and Xu~1994!, and the
opposite case with one embedded higher velocity layer by
Lowe and Cawley~1995a, b!. Dispersion curves of a bilay-
ered plate were investigated by Jones and Thrower~1965!,
Laperre and Thys~1993!, Lee and Cheng~2001!, and Simo-
netti ~2004!. Similar studies on multilayered plates have been
presented by Chenget al. ~2001! and Shullet al. ~1994!. To
the author’s knowledge, there are no studies on a three-
layered half-space with large velocity contrasts and decreas-
ing velocity with depth, where multiple modes of guided
waves have been studied in the complex wave number do-
main.

It is the main purpose of this paper to study guided
waves in this specific layer setting. Results should be appli-
cable to any such layered system, but here the main emphasis
is towards nondestructive testing of pavements. The present
three-layer system represents an extension to a more realistic
pavement structure from the two-layer system investigated
by Ryden and Park~2004!. Some background on surface
wave testing of pavements is first presented. In the subse-
quent sections dispersion curves traced in the complex wave
number domain along with leakage, excitability, and mode
shapes are studied. A numerical example with two layers on
a half-space is used to explain these characteristics. Practicala!Electronic mail: nils.ryden@tg.lth.se
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consequences from these results related to the application to
nondestructive testing of pavements are also discussed.

II. BACKGROUND ON SURFACE WAVE TESTING OF
PAVEMENTS

Nondestructive testing of civil engineering structures is
useful in maintenance planning of old constructions and veri-
fication of material properties in new constructions. The de-
termination of thickness and stiffness of each layer in a pave-
ment construction are typical objectives. Surface wave
methods in civil engineering applications are based on the
dispersive nature of surface waves in a layered medium. This
is used to estimate a shear wave velocity, i.e., stiffness-
profile of the test site. The traditional testing procedure can
be divided into three basic steps:~1! generation and measure-
ment of stress waves in the field;~2! data processing and
extraction of a measured dispersion curve; and~3! inversion
of the measured dispersion curve to obtain an estimated
shear wave velocity with depth profile.

The same basic principles of surface wave propagation
are often assumed, regardless of the investigated medium. It
is usually assumed that Rayleigh waves are the prevailing
type of wave measured, with a depth penetration from the
surface related to the wavelength~l!. In surface wave testing
of pavements the measured dispersion curve is usually cal-
culated directly from the wrapped phase difference between
two receivers on the surface~Heiseyet al., 1982; Nazarian,
1984; Stokoeet al., 1994!. This apparently continuous dis-
persion curve~;30–30 000 Hz! is then used for the evalua-
tion of layer properties through an iterative inversion proce-
dure ~Ganji et al., 1998; Hunaidi, 1998; Xiaet al., 1999;
Gucunskiet al., 2000; Wuet al., 2002!. This technique has
proved to be most effective for the evaluation of the shear
wave velocity in the top~asphalt! and bottom~subgrade!
layer ~Roessetet al., 1990; Aouad, 1993!. The properties of
the embedded~base! layer have been more difficult to re-
solve ~Aouad, 1993; Foinquinoset al., 1995!. However, the
potential of evaluating deeper embedded layers in a nonde-
structive manner has always been one of the main motiva-
tions for surface wave testing of pavements. It is mainly the
inclusion of higher modes that has been assumed to be the
main source of the experienced difficulties~Aouad, 1993;
Foinquinoset al., 1995; Roessetet al., 1990!.

To resolve multiple modes of propagation, multichannel
measurements and two-dimensional wave field transforma-
tion techniques have been introduced in near surface site
characterization~Gabriels et al., 1987; Parket al., 1999;
Foti, 2000; Forbriger, 2003; O’Neill, 2003; Beaty and Smith,
2003!. These methods require more data to be collected in
the field but are capable of resolving different modes of
propagation in the typical soil site frequency range of 5 to 80
Hz. In an attempt to collect higher frequency multichannel
equivalent data on a pavement structure, Rydenet al. ~2001!
proposed to use a synthetic array with only one accelerom-
eter and a small hammer. The measured wave field spectrum
obtained from this approach came out to be more compli-
cated than expected~Ryden et al., 2002!. Abraham et al.
~2000! and Inazaki and Xinglin~2003! presented similar data

and also concluded that the observed dispersion curves in the
phase velocity spectrum could not be readily evaluated.

Figures 1~a! and ~b! shows such a typical measured
phase velocity spectrum obtained from the wave field trans-
formation technique presented by Parket al. ~1998; 1999!.
The data set was collected over a three-layer pavement struc-
ture with 100 equally spaced stations from 0.05 to 5.00 m.
The main trend of the data in Fig. 1~a! matches with the
dispersion curve of the fundamental antisymmetric~A0!
Lamb wave mode~Lamb, 1917! which would be predicted to
propagate in the top layer only if it was detached from the
others. In other words, the stiff top layer behaves quite inde-
pendently of the layers beneath it. This characteristic trend
was observed already in the early work on surface wave
testing of pavements~Jones, 1955, 1962; Vidale, 1964; Jones
and Thrower, 1965! and provides a practical technique to
estimate both the shear wave velocity~b! and the thickness
~d! of the stiff top layer. However, this approach has only
been utilized in a few recent studies on surface wave testing
of pavements~Akhlaghi and Cogill, 1994; Martincek, 1994!.
In Ryden et al. ~2004! the free plate approach for the top
layer was extended to include the symmetric~S0! mode since
a portion of this mode can be observed in the measured
phase velocity spectrum, for example between 8 and 10 kHz
in Fig. 1~a!. Martincek~1994! concluded from experimental
results on pavements that the Lamb wave approximation was
valid for all wavelengths smaller than five times the thick-
ness of the stiff top layer. From a theoretical study on the
influence of a lower velocity half-space Ryden and Park
~2004! quantified the theoretical deviation involved in the
free plate approximation to be less than 10%. This approxi-
mate approach holds as long asb in the top layer is higher

FIG. 1. ~a! Gray shading corresponds to the measured phase velocity spec-
trum from a three-layer pavement construction. Predicted Lamb wave dis-
persion curves from the top layer as a free plate are superposed as solid~A0!
and dotted~S0! lines. ~b! The same measured data set displayed in a lower
frequency and phase velocity range showing branches of dispersion curves.
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thana in the underlying medium~Jones and Thrower, 1965!,
i.e., for a large stiffness contrast. In the other case whereb in
the top layer is not higher thana in the lower velocity half-
space~but still higher thanb in the half-space! the cutoff
frequency of the second mode occurs at a higher frequency
~Zinin et al., 1997!. All the studies above made an implicit
conclusion that the wave field generated from a vertical point
source at the surface of a pavement system is dominated by
Lamb type of waves in the stiff top layer.

In Fig. 1~b! the measured phase velocity spectrum is
plotted in a lower frequency and phase velocity range. Sev-
eral branches of dispersion curves are visible, limited by cut-
off frequencies and abruptly changing phase velocities. A
similar pattern was observed by Gucunski and Woods~1992!
and Tokimatsuet al. ~1992! in numerical modeling of sur-
face wave measurements over a layer model with an embed-
ded low velocity layer. They concluded that the observed
discontinuities were created by mode jumping between suc-
cessively higher modes. This phenomenon was later empha-
sized by other researchers too~Foti et al., 2003; O’Neill,
2003; Zhang and Lu, 2003!, but no studies have focused on
the explanation of this behavior. Furthermore, in all these
studies, the velocity of the bottom half-space was always set
to be the highest velocity of the system in order to avoid
tracing dispersion curves in the complex wave number do-
main.

III. WAVE PROPAGATION MODEL

The global matrix method proposed by Knopoff~1964!
and implemented as described by Lowe~1995! is used to
predict theoretical dispersion curves in this study. The wave
propagation model can handle leaky waves~complex wave
numbers! without modification and remains stable for high
frequencies and large thickness values~Lowe, 1995!. A sys-
tem matrix~S! is assembled from all layer interface matrices
(Di) describing the displacement and stress fields associated
with harmonic wave propagation along the multilayered
structure. In each layer interface matrix, stresses~s! and dis-
placements~u! are expressed as a function of the material
properties;a, b, d, bulk density ~r! of the layer, circular
frequency~v!, and wave number~k!. Each point on a disper-

sion curve represents a solution toS where all boundary
conditions are satisfied simultaneously. The dispersion equa-
tion or characteristic equation then becomes

f ~v,k!5det@S#50. ~1!

More details on the wave propagation model can be found in
Knopoff ~1964!, Randall~1967!, or Lowe ~1995!. Here only
the final matrix equations as given by Lowe~1995! are pre-
sented. Each layer is represented with one matrix for the top
interface (Dt) and one matrix for the bottom interface (Db).
The interface matrix describes the displacements and stresses
at the interface as a function of the partial wave amplitudes
~A! from above~index t! or below ~index b! the interface.
The thickness~d! in the x2 direction of each layer is entered
asx2 into the equations for dispersion curve calculations and
is zero for the half-space matrices. The partial wavesA are
divided into longitudinal waves~L! and shear waves~S!. The
~1! and~2! indices denote partial waves traveling down~1!
and up ~2! from the interface~see Fig. 2!. The interface
matrices are

H u1

u2

s22

s12

J 5@Di #* H A~L1 !

A~L2 !

A~S1 !

A~S2 !

J , ~2!

where

@Di t #5F k1 k1ga Cb 2Cbgb

Ca 2Caga 2k1 2k1gb

irB irBga 22irk1b2Cb 2irk1b2Cbgb

2irk1b2Ca 22irk1b2Caga irB irBgb

G , ~3!

@Dib#5F k1ga k1 Cbgb 2Cb

Caga 2Ca 2k1gb 2k1

irBga irB 22irk1b2Cbgb 2irk1b2Cb

2irk1b2Caga 22irk1b2Ca irBgb irB

G ~4!

FIG. 2. Schematic illustration of the layered model used in the global matrix
approach, after Lowe~1995!.
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and

ga5eiCax2, gb5eiCbx2, ~5!

Ca5~v2/a22k1
2!1/2, Cb5~v2/b22k1

2!1/2, ~6!

B5v222b2k1
2. ~7!

When the four-by-fourDib and Di t , (i 51,...,n) matrices
have been calculated for each layer they are assembled to
obtain the globalS matrix so that stresses and displacements
become continuous over the interfaces. For a layer model
with four layers as in Fig. 2 the system matrix then becomes

S5F D1b
2 2D2t

D2b D3t

D3b 2D4t
1
G . ~8!

The ~2! index on D1b above represents the outgoing~up!
waves in the top half-space~columns two and four inDb)
and the~1! index onD4t represents outgoing~down! waves
in the bottom half-space~columns one and three inDt).
These half-space matrices are only four-by-two matrices
given that the incoming waves in the half-spaces are zero for
unforced modal solutions. A free surface can be modeled by
some modifications to theD matrix. However, exactly the
same result can be obtained much more easily simply by
setting the bulk wave velocitiesa andb in the top layer to
arbitrary nonzero values and the bulk density to zero~Lowe,
1995!. In this way the same matrices can be used for both
vacuum and solid half-spaces.

A. Dispersion curves in the complex wave number
domain

The dispersion curves are found by numerical searches
for thev-k pairs that make the value of the determinant ofS
vanish in Eq.~1!. These modal solutions must be searched in
the complex wave number domain in any part of the solution
space where the phase velocity~corresponding to the real
part of the wave number! becomes greater than the shear
wave velocity in the lower half-space. Thus the numerical
solution is in three variables:v, kreal andkimaginary. For such
complex solutions the particle motion does not decrease ex-
ponentially with depth. Instead energy radiates down into the
lower half-space, resulting in attenuation of the wave along
the surface in thex1 direction~Vidale, 1964!, even though all
materials are purely elastic. In this study the dispersion curve
software ‘‘Disperse’’ developed at Imperial College~Pavlak-
ovic et al., 1997; Disperse, 2001! has been used to trace the
dispersion curves in the complex wave number domain.

B. Excitability and leakage

The solution of the matrix equations gives dispersion
curves representing any type of guided wave which may ex-
ist with particle motion in thex1 and x2 directions; these
include modes such as interface waves and plate waves
which may not always be measurable at the surface. There-
fore it is useful to calculate some more information to help
the interpretation of the waves which are actually detected in
the measurements. The key information here is the excitabil-

ity ~E! at the surface and the leakage~k! along thex1 direc-
tion. The excitability indicates the extent to which each mode
is excited when the surface force is applied; the leakage in-
dicates how quickly the amplitude of the signal attenuates
with the distance from the source. Both of these quantities
differ for the different modes and also for different locations
along each dispersion curve.

The excitability~E! of a particular mode at a particular
frequency is defined as the ratio of displacement of that
mode to the applied force when both quantities are measured
at the same location and direction~Wilcox et al., 2004!. A
harmonic vertical point force at the surface with a certain
frequency will excite different modes along the surface to
various degrees. The vertical displacement (u2) from a ver-
tical unit amplitude load at the surface is used to calculate
the excitability as

E}u2f . ~9!

The attenuation due to the leakage of modes is calculated
from the ratio between the imaginary part (ki) and the real
part (kr) of the wave number. This is nonzero when the
phase velocity exceeds the shear wave velocity in the lower
half-space. Points on a dispersion curve with a large imagi-
nary part of the wave number have large attenuation and are
therefore not likely to appear in measured surface wave data.
The attenuation coefficient~k! is defined as

k5
2pki

kr
, ~10!

wherek is in nepers per wavelength, so that a wave of unit
amplitude is reduced to an amplitude ofe2k after traveling
one wavelength.

IV. ANALYSIS OF A THREE-LAYER REFERENCE
MODEL

The same reference model, representing a flexible pave-
ment construction with a relative stiff and thick base layer, is
used throughout this study. The bulk wave velocities de-
crease with depth. All parameters are defined as elastic, ho-
mogenous, and isotropic. The thickness and elastic constants
of each layer are given in Table I. Material attenuation is not
included in the model. However, the dominating mechanism
for loss of energy, leakage, is included. Thus the model cor-
rectly accounts for the effect of attenuation on experimental
measurements, though a little underestimated.

A. Dispersion curves over a broad frequency range

The dispersion curves for all modes are first presented in
the full frequency range that is normally utilized in pavement
testing~Fig. 3!. Within this frequency range there are more
than 100 possible modes of propagation. The curves are

TABLE I. Reference layer model representing a flexible pavement construc-
tion.

Layer b ~m/s! a ~m/s! r ~kg/m3! Thickness~m!

1 1400 2914 2000 0.20
2 500 1041 2000 0.60
3 100 208 2000 `
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gray-scale coded with respect to the amount of attenuation
due to leakage~from 0 to 0.55 np/m!. Black points on each
dispersion curve correspond to portions with low leakage in
the x1 direction. It is immediately evident from this figure
that the full spectrum of modes is considerably more com-
plex than the measured phase velocity spectrum presented in
Fig. 1~a! and than what is normally presented from surface
wave testing of pavements.

In order to explain the main trends of all the dispersion
curves in Fig. 3, a two-layer model is first used for compari-
son purposes. The embedded second layer in the reference
model ~Table I! is excluded, so that the model consists only
of the stiff surface layer on the half-space. The resulting
dispersion curves are plotted in Fig. 4. For this reduced sys-
tem there are only nine possible modes of propagation within
the same frequency range as in Fig. 3. It should be noted
how the overall trend of the black portions in Fig. 3 matches
with the individual dispersion curves in Fig. 4. This compari-
son bears for all but the two lowest phase velocity trends
~labeled A and B in Fig. 3!, which are related to interface
waves in the three-layer model~Stoneley, 1924!. The overall
trend of the first three modes in Fig. 4~labeled 1–3! also
matches fairly well with the measured phase velocity spec-
trum in Fig. 1~a!. The second mode in Fig. 4 is closely linked

to the antisymmetric Lamb wave mode~A0! in a free plate
and is the dominating mode over most of the frequency
range in this type of two-layer system~Ryden and Park,
2004!.

Let us consider the trend of this mode~mode 2 in Fig. 4!
in comparison to all the modes in Fig. 3 more closely. By
following the individual higher modes in Fig. 3 from low to
high frequencies it can be observed that all modes exhibit a
terracelike portion close to phase velocities of the second
mode in the two-layer system. At these terracelike portions
the mode is less dispersive~straighter horizontally aligned
dispersion curve! and less leaky~darker gray!. This kind of
terracelike behavior has been observed in other studies on
bilayered plates~Yapura and Kinra, 1995; Simonetti, 2004!.
The general trend of the dispersion curves of the dominating
layer seems to break up into small branches of dispersion
curves in the three-layer model. At higher frequencies~.2
kHz! all individual modes of the three-layer system merge
together and form the overall trend of the dispersion curves
of the two-layer system. This indicates that the general trend
of the observed wave field spectrum in Fig. 1~a! is mainly
formed by the properties of the top and the bottom layer.
However, at low frequencies~,2 kHz! branches of disper-
sion curves are more separated, revealing the presence of the
embedded second layer in the three-layer model. This indi-
cates that the observed branches of dispersion curves in Fig.
1~b! are the key features that can be used to estimate the
properties of the complete three-layer pavement system.
Therefore the following sections will be focused on these
measurable branches at lower frequencies.

B. Branches of dispersion curves at lower
frequencies

The first six modes from Fig. 3 are plotted in Fig. 5~a! in
a smaller frequency range. The excitability of these modes is

FIG. 3. Predicted dispersion curves from the three-layer reference model
~Table I!. Dark portions correspond to low attenuation due to leakage.

FIG. 4. Predicted dispersion curves from a two-layer model where the sec-
ond layer from the reference model~Table I! has been excluded.

FIG. 5. ~a! The first six modes from Fig. 3 with corresponding~b! excit-
ability and ~c! leakage.
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plotted in Fig. 5~b!, showing that each mode will be excited
with larger displacements at the surface within certain fre-
quency bands. Figure 5~c! shows a similar behavior for the
minima in leakage. However, frequencies with maximum ex-
citability and minimum leakage are not fully correlated for
each mode. For example, the third mode shows a maximum
excitability at 495 Hz and a minimum leakage at 715 Hz,
marked with circles in Figs. 5~b! and~c!. This indicates that
the dominating mode of propagation at a point on the surface
at a chosen distance from the source will be dependent on a
combination of the excitability and the amount of leakage,
hence also the distance~x! from the source. Geometric
spreading and intrinsic material attenuation will also reduce
the amplitude as a function of distance from the source. Nev-
ertheless, these latter two factors should remain constant for
each frequency, so we can determine which mode is domi-
nating surface displacements at a certain distance from the
source and frequency fromE andk by using

U~x,v!5E* e2~kx/l!, ~11!

whereU is the relative amount of surface displacement at a
certain distance from the source. In Fig. 6~a! the dispersion
curves with maximumU for each frequency at 5 m distance
from the source are marked with crosses. Figure 6~b! shows
the amount of displacement of each mode at this point on the
surface; the actual amplitudes of the displacement shown
here are arbitrary, what is significant is the relative values
when comparing different modes and different frequencies.
The pattern of the crosses reveals the same phenomenon as
was experienced in the measured phase velocity spectrum
@Fig. 1~b!#. It seems therefore that the existence of the ob-
served branches of dispersion curves can be theoretically ex-
plained from the excitability and leakage of each mode.

C. Mode shapes

To further clarify the generation mechanism of the
branches of dispersion curves predicted for the three-layer
reference model, mode shapes are studied next. The mode
shapes show how displacements or stresses vary as a func-
tion of depth (x2) and can be used to study which layer or
layers are affected by a particular mode and frequency. The
mode shape is also calculated for a few wavelengths in the
direction of propagation (x1) to further illustrate the type of
wave motion, although the distribution is known to be sinu-
soidal ~modulated by an exponential decay in the cases of
attenuating waves!. In Figs. 7~a!–~d! mode shapes corre-
sponding to the second, third, fourth, and sixth mode
branches in Fig. 6~a! are plotted. Note that the grid form of
display is used simply to show the shape; the sizes of the
grid elements have no significance. Also, the plots only show
an arbitrarily limited depth of the half-space.

The top layer shows the typical antisymmetric type of
particle motion in all four figures. This agrees well with the
earlier findings that the dominating type of wave propagation
in this system is closely related with the A0 Lamb wave in a
free plate@Fig. 1~a!#. The second layer also shows a mode
shape similar to the mode shape of Lamb waves in a free
plate~Graff, 1975! in all four cases. At the lowest branch the
mode shape@Fig. 7~a!# can be identified as a fundamental
mode which has a quasi-antisymmetric mode shape; since
the layer is not free it is strictly not a Lamb wave mode
shape but it is very similar. At the next higher branch@Fig.
7~b!# the second layer shows a fundamental mode which has
a quasi-symmetric mode shape. In the next branch@Fig. 7~c!#
the mode shape is quasi-antisymmetric. Finally, at the fourth
branch~mode number 6! the mode shape@Fig. 7~d!# is back
to symmetric and shows the particle motion of the first
higher mode. Consequently, the branches correspond to suc-
cessive higher modes of quasi-Lamb waves in the second
layer. Since all phase velocities are higher than the shear
wave velocity of the lower half-space, energy is leaking
down into the lower velocity half-space in all four cases.
This can be seen quite clearly by the mode shapes in the
half-space which are in the form of radiating wavefronts.

The observed behavior can be explained from a physical
examination of the continuity of both stresses and displace-
ments along the layer boundaries. The stiff top layer, with its
high bulk wave velocity material, carries most energy and
propagates with a mode shape close to the A0 Lamb wave.
Continuity across the layer boundaries forces the second
layer to share the same frequency and wave number as the
top layer. Since this second layer has a lower bulk wave
velocity than the top layer, higher modes are generated to
match the mode shape of the faster top layer. Hence, the
generation mechanism of the observed branches at lower fre-
quencies can be explained as a superposition of quasi-Lamb
waves in the top and second layer. This can be seen in Fig. 8,
which shows Lamb waves corresponding to the top~sub-
script 1! and second~subscript 2! layers as free plates, to-
gether with the crosses from Fig. 6. The free plate Lamb
wave dispersion curves of the top and second layers intersect
close to the corresponding mode shapes of each branch~ex-
emplified with one circle in Fig. 8!, e.g., the antisymmetric

FIG. 6. ~a! The first six modes from the reference model with dominating
surface displacements at 5 m offset from the source marked with crosses.
The arrows correspond to the locations of the mode shapes in Fig. 7.~b! The
relative magnitude of surface displacements of each mode at 5-m offset
from the source.
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mode of the top layer A01 intersects with the symmetric
mode of the second layer S02 within the second branch
whose mode shape is illustrated in Fig. 7~b!.

It should be noted that the mode shape is not constant
but varies with frequency and phase velocity along each dis-

persion curve. By studying the change in mode shape along
each dispersion curve it can be found that at frequencies
when there is maximum surface displacements@Fig. 6~a!#,
there are large and smoothly varying normal (x2) displace-
ments over the interface between the first and second layers.
At these peaks in surface displacement@Fig. 6~a!#, the mode
shapes in the first and second layers match, effectively re-
sulting in dominating surface displacements. At higher and
lower frequencies along the dispersion curve the mode shape
shows a more abrupt change over the layer interface. This
can be seen in Fig. 9 where the normal displacement is plot-
ted as a function of depth at different frequencies along the
fourth mode. The frequency is varied from 1000 to 2000 Hz
in 200-Hz increments. At 1000 Hz the normal displacement
varies smoothly over the interface between the first and sec-
ond layers. At higher frequencies a more abrupt change de-
velops. At phase velocities where higher mode dispersion
curves drop below the main trend of the A0 mode in the
corresponding free top layer, displacements at the layer in-
terface between the first and second layers approach zero and
the normal stress over the layer interface increases. At this
stage there is no longer any possible harmonic wave motion
in the top layer. Wave motion within the second layer then
approaches the asymptotic solution of a clamped-free plate
~Simonetti, 2004!.

D. Parametric study

So far all the dispersion curves have been calculated
from the properties of the fixed reference layer model~Table
I!. It could be debated that some of the results above are only
valid for this specific layer model. Also, it is of practical
interest to study how the measurable branches are related to

FIG. 7. Representative mode shapes of the four first branches marked with
arrows in Fig. 6~a!.

FIG. 8. Superposition of Lamb waves calculated from the~1! first and~2!
second layer as free plates.~* ! crosses mark the branches with dominating
surface displacements at 5 m offset.
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different properties of the three-layer model. This motivates
a parametric study on the low-frequency modes studied
above.

The fundamental mode@labeled 1 in Fig. 5~a!# is very
similar to the fundamental mode of the two-layer system. It
has been concluded in previous studies on a two-layer model
with one stiff ~fast! layer on a lower velocity half-space that
this mode is limited by the Rayleigh wave and the longitu-
dinal or shear wave velocity of the lower velocity half-space
depending on the velocity contrast~Vidale, 1964; Jones and
Thrower, 1965; Zininet al., 1997!. This cutoff behavior can
be explained from the coupling between the high velocity
layer and the half-space; the half-space will not support any
modes propagating faster than the bulk wave velocities of the
half-space~Nayfeh and Chimenti, 1984!. Therefore we start
with the second mode in this parametric study, which is
unique for this three-layer system.

1. The second mode

The shear wave velocity of the second layer has been
varied from 300 to 500 m/s in 20-m/s increments, keeping all
other layer properties fixed. The resulting dispersion curves
are plotted in Fig. 10. Note that the 500 m/s reference case
corresponds to the results already shown~dotted line!. Dis-
persion curves corresponding to the three lowest shear wave
velocities~300–340 m/s! are colored gray since they deviate
from the main trend of all the other curves. As expected the
phase velocity increases with increasing shear wave velocity
of the second layer@Fig. 10~a!#. However, the phase velocity
of the gray dispersion curves is very much lower than the
reference case in the low-frequency range where this mode
was previously shown to dominate the surface displacements
@Fig. 6~a!#. The excitability in Fig. 10~b! is also drastically
reduced for these curves, but the main difference can be

observed in the amount of leakage@Fig. 10~c!#. The gray
dispersion curves all show a very large amount of attenuation
due to leakage. Thus Figs. 10~b! and ~c! indicate that this
mode may not be measurable when the shear wave velocity
of the second layer drops below 360 m/s.

2. The third mode

Figure 11 shows a similar parametric study on the third
mode. This figure also reveals a deviation in the dispersion
curves corresponding to the lowest shear wave velocities of
the second layer~gray curves!. Here the three gray dispersion
curves seem to follow the pattern of the deviating gray dis-
persion curves from Fig. 10, indicating that this third mode
actually covers both the second and the third branch ob-
served for the reference layer model~Fig. 6!. A similar mode
jumping or mode coupling phenomenon was discovered by
Yapura and Kinra~1995! in a bilayered plate.

3. The fourth mode

In Fig. 12 dispersion curves of the fourth mode are plot-
ted for different shear wave velocities of both the first (b1)
@Fig. 12~a!# and the second (b2) layer @Fig. 12~b!#. The
fourth mode is clearly more sensitive tob2 compared tob1 .
But here it is interesting to see that a change inb1 shifts the
profile of the dispersion curve in one direction indicated with
an arrow in Fig. 12~a!, while a change inb2 shifts it in
another direction@Fig. 12~b!#. This indicates that both pa-
rameters may be detectable even at these relatively low fre-
quencies if the shape of the measurable branch correspond-
ing to this mode can be accurately detected.

FIG. 9. Normal displacement (x2) at different freqeuncies along the fourth
mode of the reference model~Fig. 5!.

FIG. 10. Parametric study on the second mode when the shear wave veloc-
ity of the second layer is varied from 300 to 500 m/s in 20-m/s increments.
The dotted line represents the reference case and gray dispersion curves
mark the anomalous behavior of these modes.
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E. Longitudinal waves in the top layer

In all sections above the focus has been on the indi-
vidual branches of dispersion curves following the main
trend of the A0 mode of the top layer as a free plate@Fig.
1~a!#. But in Fig. 1~a! there is a also a visible dispersion
curve at about 3800 m/s matching the S0 Lamb wave mode
of the top layer as a free plate. The limited frequency range
of the visible portion of this mode@Fig. 1~a!# can be ex-

plained from the difference in excitability between the sec-
ond and third modes in Fig. 4~Ryden and Park, 2004!. A
closer study on the individual dispersion curves in Fig. 3,
dominating surface displacements, and mode shapes, reveals
a similar phenomenon as the findings along the A0 trend.

V. PRACTICAL CONSEQUENCIES IN APPLICATIONS
TO PAVEMENTS

It is usually stated that the measured surface waves on a
pavement profile are dominated by Rayleigh type of waves.
But in this study it has been shown that wave propagation in
this type of layered half-space is related to more general
characteristics of guided waves in plates, and the Rayleigh
type of waves can only be found at the asymptotes of very
high ~here.20 kHz! or very low~here,10 Hz! frequencies.
These findings can possibly explain some of the reported
difficulties and lack of sensitivity with the conventional ap-
proach of surface wave testing of pavements. In this section
we examine some such observations.

A. Field testing

In the conventional field setup the wrapped phase differ-
ence between two receivers located a known distance~D!
apart is measured. Spatial aliasing occurs when the phase
difference exceeds half a wavelength~180°!, resulting in a
360° cycle in the wrapped phase difference spectrum. The
wrapped phase spectrum must be correctly unwrapped before
a measured dispersion curve is calculated by using

c~ f !5
D2p f

Df
, ~12!

whereDf is the unwrapped phase difference in radians. Sev-
eral researchers have reported on difficulties associated with
the phase unwrapping process. Al-Hunaidi~1992! found that
the wrapped phase difference spectrum measured over a
pavement surface contained a spurious cycle that could not
be explained. However, he observed that the most realistic
measurement of phase velocity is obtained if this cycle is not
unwrapped. This phenomenon may be explained from the
branches of the dispersion curves studied in this paper. Let us
consider the first jump at 220 Hz from the first to the second
branch in Fig. 1~b!. The phase velocity changes abruptly
from 300 to 700 m/s. By rearranging Eq.~12! the corre-
sponding wrapped phase spectrum from the dispersion
curves in Fig. 1~b! can be obtained@Fig. 13~a!#. Here a typi-
cal receiver spacing of 2.0 m is chosen to sample these wave-
lengths~Heiseyet al., 1982!. It is interesting to see that the
abrupt jump in phase velocity almost creates an additional
360° cycle in the wrapped phase spectrum@marked as num-
ber 2 in Fig. 13~a!#. A longer receiver spacing or a greater
phase velocity difference should actually produce a phase
difference jump of more than 360°. If this additional cycle is
included in the phase unwrapping process, the resulting dis-
persion curve will be erroneous, continuous, and smooth as
indicated by the dotted line in Fig. 13~b!. This indicates that
the measured wrapped phase difference between two receiv-
ers is not a feasible approach to obtain a measured dispersion
curve in this case.

FIG. 11. Parametric study on the third mode when the shear wave velocity
of the second layer is varied from 300 to 500 m/s in 20-m/s increments. The
dotted line represents the reference case and gray dispersion curves mark the
anomalous behavior of these modes.

FIG. 12. Parametric study on the fourth mode when the shear wave velocity
of the ~a! second layer is varied from 300 to 500 m/s in 20-m/s increments,
and the~b! first layer is varied from 800 to 1400 m/s in 100-m/s increments.
Dotted line shows the reference case from Table I.
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Fluctuations in the measured dispersion curve have often
been assumed to originate from reflections of body waves
from the bottom of the asphalt layer or from horizontal
boundaries and possible cracks in the pavement~Sheuet al.,
1988; Roessetet al., 1990!. However, since there are so
many modes of propagation in this type of layered structure
~Fig. 3!, fluctuations caused by mode jumping should reason-
ably be expected.

B. Inversion of layer properties

Another issue is the Rayleigh wave assumption of wave
propagation. Since in practice the measured dispersion curve
is often analyzed from the Rayleigh wave perspective, some
aspects of this procedure may be questioned. For example
many sublayers~;10! are often used for the evaluation of a
layer profile from the measured dispersion curve. From the
Rayleigh wave perspective this resolution may be justified
since the data contains measured phase velocities at many
different wavelengths sampling different depths from the sur-
face. But the analysis of the reference layer model used in
this study gives another picture of the wavelength-depth re-
lation. In the reference model, all higher modes starting from
the first cutoff frequency of the fundamental mode~50 Hz or
4 m wavelength! correspond to leaky guided waves trapped
in the first and second layers. Consequently all wavelengths
from about 0.2 m~thickness of the top layer! to about 4.0 m
sample the same depth but with different modes of propaga-
tion. This explains why the wavelength cannot be directly
related to the depth in this kind of layer system. This also
implies that it may not be possible to evaluate more layers
than the main layers of the construction, i.e., three or four
layers.

Another assumption that may have to be reconsidered is
the use of a high velocity half-space to avoid tracing disper-
sion curves in the complex wave number domain. From the
Rayleigh wave theory this may seem like a reasonable ap-
proximation, i.e., deep layers should only affect low frequen-
cies. However, modal solutions correspond to standing
waves in the thickness direction and, since no material
damping is included, a high velocity half-space at deeper
depths will influence modal solutions at higher frequencies,
too. This is exemplified here~Fig. 14! by adding one more
layer to the reference model~Table I!, resulting in a new
half-space with the same properties as the top layer. The
thickness of the third layer, which was previously defined as
a half-space, is now set to 5 m. Dispersion curves of this
system are plotted in Fig. 14. Over the frequency range from
0 to 400 Hz, where the original reference model only showed
three possible modes@Figs. 3 and 5~a!#, there are now almost
100 modes.

As stated in the background on surface wave testing of
pavements~Sec. II!, many difficulties with the conventional
approach have been assumed to originate from the influence
of higher modes of propagation. In the light of Figs. 3 and 14
this seems quite realistic and it may be questioned if this
kind of layered system can be represented with only one
continuous dispersion curve. For example, it has been widely
reported that results from surface wave testing of pavements
are not very sensitivity to the properties of the embedded
second layer~Aouad, 1993; Roessetet al., 1990!. This prob-
lem can be explained from the branches of dispersion curves
that are difficult to resolve with the conventional method. If
only one continuous dispersion curve without branches is
used, this ‘‘apparent’’ dispersion curve will only be sensitive
to the top and bottom layers. Figure 12 can explain more
details on this topic. If the fourth mode is not resolved as a
discrete branch, a change in shear wave velocity of the sec-
ond layer will not be noticeable since the profiles of disper-
sion curves of this individual mode move in the same direc-
tion as the A0 mode of the top layer as a free plate. This
direction is indicated with an arrow in Fig. 12~a!. However,
in Fig. 12~b! the arrow points in the direction normal to the
A0 dispersion curve of the top layer as a free plate. So even

FIG. 13. ~a! Wrapped phase spectrum calculated from the original data used
for Fig. 1 with 2.0-m receiver spacing. The second cycle should not be
unwrapped since it is created by the jump between the first and second
branches at 220 Hz.~b! The effect on the dispersion curve if the second
cycle is unwrapped before the dispersion curve is calculated.

FIG. 14. Influence from a high velocity half-space at 5 m depth from the
second layer in the reference layer model.

2911J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 N. Ryden and M. J. S. Lowe: Guided wave pavement



if a change in shear wave velocity of the second layer shows
a higher relative sensitivity on the fourth mode, this change
will be masked by the main trend of the A0 dispersion curve
if this branch is not individually resolved in the measure-
ments. The same holds for all the other higher modes follow-
ing the trend of the A0 mode of the equivalent free top layer.

On the other hand, if the branches at lower frequencies
are resolved, there is a potential for improved sensitivity to
the embedded second layer. The instabilities which have
been experienced with the partial derivatives approach for
the inversion, when the apparent dispersion curve jumps be-
tween modes~Foti et al., 2003!, may actually be the promise
for an improved surface wave method. Since a change in
cutoff frequencies of the branches of the dispersion curves
may hold more information on the structural properties than
just the change in phase velocities, this information should
preferably be included for the evaluation of the pavement
layer properties. This could be done by using the complete
phase velocity spectrum for the inversion of layer properties.
Alternatively, the presented correlation between branches of
dispersion curves and Lamb waves in the equivalent free
layers may form the framework of a new simplified tech-
nique for the evaluation of pavement layer properties. Since
the branches are sensitive to both the shear wave velocity of
the top and second layers~Fig. 12! this implies that a lower
frequency range than normally utilized in surface wave test-
ing of pavements may be used. A lower frequency range has
two major practical advantages: the measurement equipment
could be simplified and the evaluated properties of materials
~viscoelastic properties of the asphalt layer! should be closer
to the frequency range of interest in pavement design, i.e.,
traffic loading.

VI. CONCLUSIONS

Wave propagation in a three-layered half-space with
large velocity contrasts and decreasing velocity with depth
has been investigated. Results show that it is only at the very
high and very low frequency limits where wave propagation
can be related to Rayleigh type of waves. Instead leaky
guided waves dominate most of the frequency range that is
suitable for nondestructive characterization of material prop-
erties.

A point source on the surface will generate a dominating
quasi-antisymmetric Lamb wave in the high velocity top
layer. This mode drives the complete system, and continuity
across the boundaries generates higher modes in the embed-
ded second layer. The interaction of leaky Lamb waves in the
first two layers creates branches~portions! of dispersion
curves measurable at the surface. In the lower frequency
range these branches of dispersion curves can be individually
resolved in practice, by using multichannel processing tech-
niques. At higher frequencies there are theoretically substan-
tially more modes than previously anticipated. All high-
frequency branches merge together to form the dispersion
curves corresponding to a stiff plate on a lower velocity half-
space.

Several reported difficulties associated with surface
wave testing of pavements can be explained from the pre-
sented theory. Abrupt jumps in phase velocity between

branches of dispersion curves can create abrupt jumps in the
measured wrapped phase spectrum also. These jumps can
explain the reported difficulties in the phase unwrapping of
the measured data and the cause of fluctuations in the mea-
sured dispersion curve.

It is concluded that future inversion techniques should
be based on the complete phase velocity spectrum. With this
approach not only phase velocities but also the overall pat-
tern of branches of dispersion curves can be utilized. This
holds the potential for a refined nondestructive testing tech-
nique for pavements.
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Theoretical and experimental results are presented for a laser line source in an elastic, transversely
isotropic half-space. The thermoelastic source~laser source! is represented as an appropriately
weighted shear stress dipole applied at the sample surface. The plane of isotropy coincides with the
half-space boundary. Analytical expressions representing the out-of-plane displacements for the
surface wave and for the epicentral cases are given for all crystal classes that exhibit elastic
transverse isotropy. In addition, quasianalytical results are given for observation points off the
epicentral axis. Theoretical wave forms for all of the source/observation geometries considered are
compared with experimental wave forms generated in single crystal zinc samples. The close
comparison between experiment and theory confirms, for this particular line source orientation and
crystal symmetry, that a laser line source is accurately modeled using an equivalent boundary stress.
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I. INTRODUCTION

Since the early 1980s, laser generated ultrasound has
been used to determine material properties and to character-
ize material defects1–3 To a large extent, the success of laser
ultrasonics has been the researcher’s ability to correctly pre-
dict the temporal evolution of the displacement wave form
resulting from pulsed laser irradiation. Theories that assume
isotropic elastic properties work well for crystalline materials
that have randomly oriented grains which are small com-
pared to the wavelength of the interrogating ultrasonic
wave.4 However, for single crystals, the anisotropic nature of
the material must be considered.5

Stoneley,6 studied the propagation of Rayleigh surface
waves in certain single crystal systems. In particular, Stone-
ley analyzed three specific cases, surface waves propagating
in the ~0 0 1! plane of cubic crystals along the@1 0 0# and
@1 1 0# directions, and in the basal plane of hexagonal crys-
tals. Royer and Dieulesaint7 extended the work of Stoneley
to include the analysis of Rayleigh wave propagation in
orthorhombic and tetragonal systems. The analysis by
Stoneley6 and Royer and Dieulesaint7 considered the distur-
bance to have a planer phase front.

To gain a better understanding of the underlying physics,
the finite extent of the source must also be considered. Kraut8

extended the work of Lamb9 by considering a transversely
isotropic elastic half-space subjected to a source of finite
extent. Kraut used the method of Cagniard-de Hoop10,11 to
study the resulting displacements in single crystal Beryl.
Other researchers12–15 have extended the work by Kraut.8

For instance, Mouradet al.14 used the Cagniard-de Hoop
method to numerically obtain the solutions to Lamb’s prob-
lem in an anisotropic half-space. In their paper, Mouradet al.
assumed that the laser source could be modeled as a shear
stress dipole16–18applied at the bounding surface. Of particu-

lar interest to this paper is the work by Payton19 who has
treated a general class of problems for crystals that exhibit
transverse isotropy. Payton furnished a detailed analysis of
the solution and the solution technique for a variety of tran-
sient problems in bounded and unbounded solids. In addi-
tion, Payton gave an explicit set of conditions, related to the
elastic parameters of the material, that predict the existence
of inflection points on the slowness curve. It is well
known5,8,19,20that these inflection points lead to behavior in
anisotropic materials that is markedly different from that in
isotropic materials. Thus, while transverse isotropy is per-
haps the simplest case to treat, it nonetheless exemplifies the
peculiar behavior found in elastically anisotropic materials.

In this paper, the homogeneous equations of motion for
a transversely isotropic material are solved subjected to a set
of stress boundary conditions which has been shown to be
equivalent to a thermoelastic line source in the limit of
strong optical absorption.18 The plane of isotropy coincides
with the boundary plane and the epicentral direction coin-
cides with the crystal symmetry axis and thex3 axis, Fig. 1.
For this problem geometry/crystal symmetry, the source
specification and the solution are independent of the line
source orientation.18 However, for convenience the line
source is taken to coincide with thex1 axis. Expressions
representing the out-of-plane displacements for wave propa-
gation along~1! the free surface,~2! epicentral axis, and~3!
off the epicentral axis are given. In all cases the solutions are
sought using the method of Cagniard-de Hoop. The first two
cases lend themselves to analytic solutions which in turn
affords a detailed analysis of the solution procedure. The last
case is solved using a quasianalytical approach in which the
integration contour must be defined numerically. It is shown
that for the epicentral and off epicentral cases, the form of
the solution depends strongly on the nature of the material
anisotropy. For the sake of comparison with experimental
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results, particular attention will be paid to zinc. Theoretical
results are compared with experimental wave forms in a
sample of single crystal zinc. Owing to the transversely iso-
tropic nature of the problem, the development of a line
source solution closely parallels the development of the more
general point source solution of Hurley and Spicer.21,22

II. THEORY

Before embarking on a solution procedure, it is conve-
nient to classify transversely isotropic crystals according to
the behavior of the displacements of these crystals along the
symmetry axis. Borrowing notation from Payton,19 these cat-
egories are

~ i! ~a1b!,g,~11ab!,

~ ii ! ~b11!,g,~a1b! and ~g224ab!,0,
~1!

~ iii ! g,~b11! and ~g224ab!,0 also b.a,

where the ratios of the elastic stiffness components,a, b, g
andk are defined as

a5
c33

c44
, b5

c11

c44
, k5~11ab2g!1/2,

g511ab2S c13

c44
11D 2

. ~2!

For crystals belonging to the first category in Eq.~1!, the
roots of the slowness equation are purely imaginary. In ad-
dition, there are no cusps in the wave-front curves that inter-
sect the symmetry axis for class~i! crystals. The crystals
belonging to categories~ii ! and~iii ! have complex roots. For
class~iii ! crystals, the triangular portion of the wave-front
~lacuna! is centered on the symmetry axis. It will be shown
that for class~i! crystals, the solutions along the free surface
and along the epicentral direction behave in a similar manner
to isotropic materials. However, the solution for class~ii ! and

~iii ! crystals along the symmetry axis and off the symmetry
axis differs profoundly from their isotropic counterpart.

For transversely isotropic materials with the plane of
isotropy coinciding with the bounding plane, the equivalent
stress boundary conditions are independent of line source
orientation18 and are given as

~s23!ux3505F̃d8~x2!H~t!, ~s33!ux35050,

~3!

F̃5~F3~12k!1F2a!, F25
B22T0

a
, F35

B33T0

a
,

whereT05q0 /rC ~Refs. 17, 23, and 24! is the instantaneous
temperature rise andBi j are the thermal pressure coefficients.
The time coordinate,t5A(C44/r)t, which has dimensions
of length, was introduced so that the current analysis is con-
sistent with that of Payton.19 The transformed homogenous
equations of motion appropriate for a line source applied
along a plane of transverse isotropy are given by

2bh2ū21ū2,332s2ū21 ikhū3,350,
~4!

ihkū2,32h2ū31aū3,332s2u350.

where s and h are the transform parameters fort and x2 ,
respectively.25 Solutions to the above system of equations are
of the form

ū2~h,x3 ,s!5A1e2k1x31A2e2k3x3,
~5!

ū3~h,x3 ,s!5A3e2k1x31A4e2k3x3,

wherek1/3 are the physical roots to the slowness curve. Next,
the following substitution will be made so as to facilitate the
Cagniard inversion technique:

k5sz, h5sv. ~6!

The denominator of the secular equation can be rewritten
using the above substitutions as

az42z2~~a11!1gv2!1~bv41~b11!v211!50.
~7!

The four roots to Eq.~7! may be written as

z1~v!5
@~a11!1gv21Af~v!#1/2

A2a
,

z2~v!52z1~v!,

z3~v!5
@~a11!1gv22Af~v!#1/2

A2a
, ~8!

z4~v!52z3~v!,

f~v!5@gv21~a11!#224a@bv41~b11!v211#.

The coefficientsA3 andA4 are related toA1 andA2 by the
fact that the above displacements must solve the equations of
motion. By substituting both solutions into the transformed
equations of motion, it can be shown that

A15A3Faz1
22v221

ikvz1
G ,

~9!

FIG. 1. Problem geometry with source location and observation points
~A,B,C!. The line source is parallel to thex1 axis and the sample normal is
parallel with thex3 axis and the crystal symmetry axis.
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A25A4Faz3
22v221

ikvz3
G .

The coefficientsA3/4 are found by requiring the displace-
ments in Eq.~5! satisfy the boundary conditions in Eq.~3!,

A35
F̃z1v2

sC44~z12z3!D
@az3

21~k21!v21~k21!#,

A45
2F̃z3v2

sC44~z12z3!D
@az1

21~k21!v21~k21!#, ~10!

D5@2~12k!~v41v2!2~gv21a!~v211!2az1z3#,

whereD is the Rayleigh denominator.

A. Solutions along the bounding surface

For displacements along the bounding plane (x350),
the Cagniard integration path is along the imaginaryv axis.
Operating on theu3 displacement with the inverse Fourier
operator as follows, and noting thatu3 is even inv, gives

ū3~x2,0,s!5Re
1

p E
0

`

ũ3~s,v!dv,

ũ3~s,v!5
2F̃v2

C44D
@az1z31~12k!~v211!#eisvux2u,

~11!

Cagniard Path→ ivux2u5t5real.

Before the Cagniard inversion can be performed, the branch
points and singularities associated withū3 must be identified.
Branch points forj~v! may arise in two distinct ways:

~ i! f~v!50,
~12!

~ ii ! gv21~a11!6Af~v!50.

Presently, only the inversion ofu3 is being considered. Since
u3 is an even function ofAf(v), branch points arising from
~i! in Eq. ~12! need not be considered. The singularities in
the functionD(v) will now be discussed. Since the branch
points for this function have been discussed above, only pole
singularities inD(v) need to be considered. After squaring
and simplifying, the equation for the Rayleigh denominator
yields

a6v21a~a12a!v41a~2a1a2b!v21a~a21!50,
~13!

a52k221g.

The roots of interest will lie on the positive imaginary axis.
The remaining roots will lie on the nonphysical sheets of the
Riemann surface. The~Rayleigh! pole of Eq. ~13! will be
denoted byD( iv r)50. Now the integration contour and the
subsequent inversion of the integral in Eq.~11! may be per-
formed. Figure 2 shows the complexv plane along with the
integration contour. The real axis coincides with the Fourier
inversion path and the imaginary axis coincides with the
Cagniard inversion path. The inverted solution may be writ-
ten formally as

u3~x2,0,t!5L21F 1

p
ReH E

C1

1P È1

ũ3~s,iv2!i dv

1$ ipresidue@v5 iv r%

1E
C3

1E
1

1/Ab
ũ3~s,iv2!i dv

1E
C4

1E
1/Ab

0

ũ3~s,iv2!i dvJ G , ~14!

whereL21 is the inverse Laplace operator and theP in front
of the second integral denotes the Cauchy principle value. A
typical displacement wave form generated using Eq.~14! is
shown in the inset of Fig. 3. The initial disturbance, referred
to as the surface-skimming bulk wave, arrives at the longi-
tudinal velocity and vanishes at the shear wave velocity. The
later arriving Rayleigh wave travels as a Dirac delta function.
The characteristics of the wave form for class~i!, class~ii !,

FIG. 2. Integration contour for the vertical displacement,u3 , at the bound-
ing surface.

FIG. 3. Comparison between experiment and theory for the surface wave
case. The sample is single crystal zinc with thec axis perpendicular to the
free surface. The nonzero experimental displacement corresponding to the
interval between the end of the surface skimming bulk wave and the arrival
of the Rayleigh pulse is a result of pulse broadening. Inset: Theoretical
displacement,u3 , for surface waves generated with a line source in zinc as
a function ofT5t/x2 . A delta function is represented by vertical line at
T51.13.
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and class~iii ! materials are similar. The similarity is due to
the fact that the contribution from the branch point corre-
sponding to~i! in Eq. ~12! does not affect the solution for the
vertical displacement. However, this is not the case for the
in-plane displacement components.

B. Solutions along the symmetry axis

Another class of solutions that can be inverted easily
using the Cagniard technique corresponds to solutions along
the epicentral axis, or for this particular experimental geom-
etry, along the symmetry axis@see observation point~B! in
Fig. 1#. The location of the Cagniard path in the complex
plane depends on the category of crystal being investigated.
For materials belonging to category~i!, the Cagniard path is
along the realv axis. For class~ii ! and ~iii ! materials, the
Cagniard path is off the realv axis. The formal solution for
the out-of-plane displacement along the epicentral axis is
given as

ū3~0,x3 ,s!5
1

2p E
2`

`

ũ3~h,x3 ,s!s dv,

~15!
ũ3~h,x3 ,s!5A3e2z1x3s1A4e2z3x3s,

whereA3 andA4 are defined in Eq.~10!. Also note that since
the roots to the slowness equations,z1 and z3 , are even
functions ofv, ũ3(h,x3 ,s) is also even, allowing the inte-
gration limit to be changed to the positivev axis. For con-
venience the following substitutions are made:

Ã5v2,

ū3~0,x3 ,s!5
1

p
Re$I 11I 3%,

~16!

I 15E
0

`

Ā3e2z1x3s dÃ, I 35E
0

`

Ā4e2z3x3s dÃ,

Ā3/45
A3/4s

2AÃ
.

This substitution consolidates the branch cuts along the real
and imaginary axes so they both lie on the real axis. The
Cagniard path for the integrals in Eq.~16! is defined by

z1/3~Ã!x35t,
~17!

t is real and positive.

1. Solution for class (i) materials

For class~i! materials, the above condition ont is met
for real Ã, giving the positive realÃ axis as the Cagniard
contour. Solving Eq.~8! for Ã in terms oft gives

Ã1/35
2B6AB224AC

2A
,

A5b,

B5b112g~T!2, ~18!

C512~a11!~T!21a~T!4,

T5
t

x3
.

Note that the definition forT has been redefined for the epi-
central case~see Fig. 3 caption!. Changing variables fromÃ
to t and operating on the expression for the vertical displace-
ment, given in Eq.~16!, with the inverse Laplace operator
gives

u3~0,x3 ,T!5F̃J~T!,
~19!

J~T!5
1

pF̃
ReH Ā3

]Ã1

]t
H~T21!

1Ā4

]Ã3

]t
H~T21/Aa!J .

A typical wave form generated from Eq.~19! using the ma-
terial constants of Beryl is shown in Fig. 4. The displacement
wave form for Beryl has characteristics similar to the dis-
placement wave form for an isotropic material, also shown in
Fig. 4. Both wave forms show the presence of two distinct
wave arrivals.

2. Solution for class (ii) and (iii) materials

For class~ii ! and ~iii ! materials, the Cagniard path no
longer lies on the realÃ axis. Before embarking on the so-
lution for these materials, first the location of the branch
points must be investigated. As was the case for solutions
along x350, branch points associated withz~v! may occur
in two ways. In contrast to the surface wave case, the expres-
sion for ū3 for the epicentral case is an odd function of
Af(Ã), and as a consequence, the branch points arising
from ~i! need to be considered in addition to the branch
points arising from~ii ! @see Eq.~12!#. The expression for
Af(Ã) may be rewritten as

FIG. 4. Top: Theoretical displacement,u3 , for the epicentral wave gener-
ated with a line source in Beryl as a function ofT. Bottom: Theoretical
displacement,u3 , for the epicentral wave generated with a line source in an
isotropic material~polycrystalline aluminum!.
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Af~Ã!5A~g224ab!~Ã2Ã1!~Ã2Ã2!,
~20!

Ã65
2@g~a11!22a~b11!#7A4@a~a1b2g!~11ab2g!#

~g224ab!
.

Taking zinc as an example,z1 will have branch points at
Ã5Ã2 and Ã5Ã1 while z3 will have branch points at
Ã5Ã2 , Ã5Ã1 , Ã521, and Ã521/b. The Cagniard
path for the first integral is again defined by Eq.~17!, but Ã
is now a complex variable given by

Ã5Ã11 iÃ2 . ~21!

Substituting Eq.~21! into Eq.~17!, and equating the real and
imaginary part of the equation gives

gT2Ã11~a11!T22aT45b~Ã1
22Ã2

2!1~b11!Ã111,
~22!

gT2Ã252bÃ1Ã21~b11!Ã2 .

The second equation of Eqs.~22! is satisfied ifÃ250. Since
the branch points for class~ii ! and ~iii ! materials lie on the
real axis, the first equation in Eqs.~22! imposes the addi-
tional constraints

Ã2<Ã1<Ã1 for z1~Ã!,
~23!

21/b<Ã1<Ã1 for z3~Ã!.

If Ã2Þ0, thenÃ2 andÃ1 can be expressed in terms of the
parameterT5t/x3 as follows:

Ã1~T!5
gT22~b11!

2b
, Ã2~T!5

@A4ab2g2~T22T2
2 !~T22T1

2 !#

2b
, ~24!

T6
2 5

2@g~b11!22b~a11!#6A4b~a1b2g!~11ab2g!

~4ab2g2!
.

Using zinc as an example, the Cagniard paths forz1 andz2

are shown in Fig. 5. The expression for the out-of-plane dis-
placement in Eq.~16! may be rewritten as

ū3~0,x3 ,t!5L21F 1

p
ReH E

t0

t1

I 111E
G1

I 111E
G2

I 111E
t0

te
I 33

1 R
Ã1

I 331E
te

t0
I 33E

t0

t1

I 331E
G3

I 33

1E
G4

I 33J G ,
I 115Ā3e2st

]Ã

]t
dt, I 335Ā4e2st

]Ã

]t
dt,

t05T0x35A~a11!2A~a11!224a

2
,

~25!

te5Tex35A2B1AB224aC

2a
,

B52~Ã1g1a11!,

C5Ã1
2 b1Ã1~b11!11.

A plot of the theoretical displacement along the epicentral
axis for zinc is given in the inset of Fig. 6. The character of
the epicentral wave form for zinc is considerably different
than its isotropic counterpart, shown in Fig. 4. The arrivals of

the various wave fronts in Fig. 6 is best understood by ref-
erencing the portion of the wave front curve that pierces the
symmetry axis, Fig. 5 inset. The first wave arrival corre-
sponds to the longitudinal branch of the wave front curve.
The solution gives zero for the portion of the wave that cor-
responds to the interior of the cuspidal triangle. This zone
behind the leading wave front is referred to as a lacuna. The
solution has a singularity atT5T1 corresponding to the
conical point on the wave front.

C. Observation points off the symmetry axis

Consider the inverse of Eq.~5! for observation points
that are neither along the symmetry axis nor on the bounding
surface. The geometry of the problem is shown in Fig. 1
where now the point of observation is point C. The source is
a surface line source. The observation angle,u, is defined as
the angle between the symmetry axis and a line joining the
source and observation point. Formally, the inverse of Eq.~5!
is written as

ū3~x2 ,x3 ,t!5L21F 1

p
ReE

0

`

~A3e2z1x3s

1A4e2z3x3s!eisvux2us dvG . ~26!

The Cagniard path for Eq.~26! is defined by

~a! z1x32 ivux2u5t,
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~b! z3x32 ivux2u5t, ~27!

t is real and positve.

The parametric equations representing the Cagniard path are
obtained by substituting Eqs.~8! into Eqs.~27! and squaring
twice to eliminate the radicals. This procedure yields a fourth
order equation forv of the form

A~u!v41B~u,T!v31C~u,T!v21D~u,T!v1E~u,T!50,

A~u!5F~u!14ab2g2,

B~u,T!5
8iaT sin~u!F~u!

cos2~u!
,

C~u,T!52F~u!G~u,T!216
a2T2 sin2~u!

cos4~u!

22~a11!g14a~b11!,
~28!

D~u,T!5
8iaT sin~u!G~u,T!

cos2~u!
,

E~u,T!5G~u,T!2~a11!214a,

F~u!52S 2a sin2~u!1g cos2~u!

cos2~u!
D 2

,

G~u,T!5
2aT22~11a!cos2~u!

cos2~u!
.

Equation ~28! has four complex roots,Q1 , Q2 , Q3 , and
Q4 , which occur in complex conjugate pairs. The roots la-
beledQ1 and Q3 correspond to the physical sheets of the
Riemann surface. For the special case of an isotropic solid,
a5b5g/2, Eq. ~28! can be factored into two second order
equations that can be solved analytically. For the present
problem of transverse isotropy, the roots must be found nu-
merically.

The character of the Cagniard paths is dictated by the
location of the lacunas relative to the observation direction.
Thus, all crystal classes will have Cagniard paths with simi-
lar characteristics. As a representative example, the Cagniard
path for zinc will be discussed in detail. The wave front for
zinc is shown in the inset of Fig. 7. The lacunas in theR1

branch are centered along the symmetry axis and along the
bounding surface. Figure 7 shows the Cagniard path for an
observation angle,u510°, that intersects the lacuna. With the
Cagniard path numerically defined, the inversion of the
transformed displacements, Eq.~26!, may be performed. The
off epicentral vertical displacement in zinc for a detection
angle of 10° is shown in the inset of Fig. 8. The characteris-

FIG. 5. Cargniard contour for zinc for observation points along the symme-
try axis. Solid line represents contour corresponding toz1 and the dashed
line represents the contour corresponding toz3 . Inset: Enlargement of wave
front near symmetry axis.

FIG. 6. Comparison between experiment and theory for the epicentral case.
The sample is single crystal zinc with thec axis perpendicular to the free
surface. The nonzero experimental displacement corresponding to the inte-
rior of the cuspidal triangle is a result of pulse broadening. Inset: Theoretical
displacement,u3 , for the epicentral wave generated with a line source in
zinc as a function ofT.

FIG. 7. Cargniard contour for zinc for observation points off the symmetry
axis ~u510°!. Solid line represents contour corresponding to Eq.~27a! and
the dashed line represents the contour corresponding to Eq.~27b!. Inset:
Enlargement of wave front near symmetry axis.
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tics of the wave form shown in Fig. 8 are similar to the
epicentral wave form shown in Fig. 6. The primary differ-
ence is the splitting of the wave resulting corresponding to
the conical portion of the wave front.

III. EXPERIMENT

The experimental setup used to generate and detect ul-
trasound is shown in Fig. 9. The generation of the ultrasonic
disturbance was accomplished by irradiating the sample with
a pulsed Nd:YAG operating at 1.064mm.26–28The transverse
spatial profile was Gaussian and the temporal pulse length
was approximately 10 ns. The energy per pulse was typically
20 mJ. The ultrasonic disturbance was detected with a skew-
stabilized Michelson interferometer operating at 632.8 nm.
The upper limit of the bandwidth was determined to a large
extent by the frequency response of the photodetectors in the
interferometer. The photodetectors were manufactured by
EG&G ~product designation FFD-040! and have a specified
upper bandwidth limit of 150 MHz into a 50V load. The
lower limit of the bandwidth, estimated at 1 kHz, was dic-

tated by the characteristics of the stabilization circuit. If the
interferometer signal voltage is much smaller that the inter-
ferometer peak-to-peak voltage, then the signal voltage and
the surface displacement are related as follows:

Ds5Vi S 632.8 nm

2p D , ~29!

whereDs represents the surface displacement andVi repre-
sents the ratio of the interferometer signal voltage to the peak
to peak voltage.

For same side detection, care had to be taken so as not to
saturate the photodiodes in the interferometer with light from
the Nd:YAG laser that had scattered off the sample surface.
A beam stop was used to collect the specular component of
the scattered light while a 1.064mm band reject filter was
used to block the remaining scattered light from reaching the
photodiodes. In order to approximate an infinite line source,
a convex/concave lens combination was used as a telescope
to expand the beam while a cylindrical lens was used to
focus the generation beam to a line. This technique of gen-
erating a laser line source was exploited by Aindowet al.29

to produce high amplitude surface acoustic waves. The ap-
proximate line dimensions, as measured from a piece of laser
profiling paper, were 20 mm30.2 mm.

The single crystal zinc specimens were cleaved along
basal planes and then polished using Buehler Carbimet paper
to produce a mirrorlike surface. The crystal orientation was
determined using x-ray diffraction. The polished surface was
perpendicular to the x-ray beam resulting in a diffraction
pattern that had sixfold symmetry, confirming that the pol-
ished surface coincided with the basal plane. The cylindrical
zinc sample used for same side detection had a radius of 15
mm and a length of 60 mm. The sample used for detection of
epicentral waves had a radius of 15 mm and a length of 5
mm. The voltage signals from the interferometer were re-
corded using a LeCroy 9354m digital oscilloscope operating
at 500 M samples/s.

IV. RESULTS AND DISCUSSION

A comparison between theory and experiment for same
side detection is presented for single crystal zinc~c axis per-
pendicular to the surface! in Fig. 3. The experimental curve
is single shot data and the source/receiver separation was 9.1
mm. The theoretical result, inset Fig. 3, is convolved with a
Gaussian function~full width at half-maximum5300 ns! in
order to mimic broadening effects. Pulse broadening for
same-side detection is mainly caused by the finite transit
time of the acoustic signal across the detection/generation
spot. The first disturbance turns on and off at times corre-
sponding to the arrival of the longitudinal wave and shear
wave, respectively. The largest disturbance corresponds to
the Rayleigh pole and is in the form of a traveling delta
function. The amplitude of the Rayleigh wave for the theo-
retical curve was scaled to match the experimental ampli-
tude. Since the data was single shot, comparison of theoret-
ical and experimental amplitudes allows an estimate of the
optical reflection coefficient. The theoretical amplitude,
given in Eq.~18!, is expressed by

FIG. 8. Comparison between experiment and theory for an observation
point off the symmetry axis. The sample is single crystal zinc with thec axis
perpendicular to the free surface~u510°!. Inset: Theoretical out-of-plane
displacement due to line-source excitation in zinc as a function ofT.

FIG. 9. Experimental setup. A Nd:YAG laser is used to generate the ultra-
sonic disturbance and a Michelson-type interferometer is used to detect the
ultrasound.
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ARayleigh5F̄c rq0S 1

N̄Ap
DAC44/r,

~30!

F̄5
1

rC FB33

C44
~12k!1

B22

C44
aG ,

whereq0 represents the absorbed laser energy andN̄ repre-
sents the Gaussian pulse width. The data shown in Fig. 3 was
produced by a 37 mJ pulse distributed over 1 cm. Scaling the
theoretical amplitude of the Rayleigh wave to match the ex-
perimental data, the reflectivity at the sample surface was
estimated to be 90%, which is comparable to published val-
ues for zinc. It should be noted that the accuracy of these
results decreases as the aspect ratio, the ratio between the
line source length and the source receiver distance, de-
creases.

Before comparing experiment and theory for the epicen-
tral and off-epicentral cases, the effect of ultrasonic reflec-
tions from the back surface of the sample must be consid-
ered. Each time the wave reflects off the sample surface, the
amplitude and temporal character of the wave are modified.
The modification to the wave is described by reflection co-
efficients, which are a function of observation angle. For the
isotropic case, Rose17 shows that along the epicentral direc-
tion, reflection primarily alters the amplitude of the reflected
wave. It is assumed that a similar result holds for anisotropic
materials and for small angles off axis. Since the emphasis in
this paper is to compare the temporal character between ex-
periment and theory, the effect of reflection off the back sur-
face will not be taken into account.

Figure 6 compares theory and experiment for displace-
ment along the epicentral axis for a sample of single crystal
zinc ~c axis perpendicular to the free surface!. The source/
receiver distance was 5 mm and the signal was averaged 25
times to improve the signal-to-noise ratio. Again, the theo-
retical result was convolved with a Gaussian~FWHM520
ns!. Pulse broadening for detection along the epicentral di-
rection is primarily due to the finite temporal pulse width of
the generation laser. Zinc is a class~iii ! crystal and, as a
result, the displacement character differs markedly from its
isotropic counterpart, Fig. 4. In a fashion similar to that of
the surface wave case, the first disturbance turns on and off
at times corresponding to the arrival of the longitudinal
wave, T1 , and shear wave,T2 , respectively. AfterT2 , the
displacement is identically zero until the arrival of the ma-
jority of the acoustic energy atT1 . A comparison between
experiment and theory for an observation point off the sym-
metry axis,u510°, is shown in Fig. 8. Similar to the analysis
presented in Fig. 6, the data was averaged 25 times and con-
volved with a Gaussian (N̄520 ns). Figure 8 clearly shows
the splitting of the wave caused by the conical portion of the
wave front.

V. CONCLUSION

It was found that for a transversely isotropic half-space,
the laser source could be modeled as a shear stress dipole
applied at the free surface. A formal solution of the problem
was found using double~Fourier–Laplace! transforms. The

Cagniard–de Hoop technique was used to analytically invert
the transformed solution for the epicentral case as well as for
the surface wave case. A quasianalytical approach, where the
Cagniard path was defined numerically, was used to invert
the transformed solution for observation points off the sym-
metry axis.

Experimental validation of the theory was performed us-
ing single crystal zinc samples. The zinc samples were cut to
have the free surface coincide with a plane of isotropy. The-
oretical and experimental results for zinc agreed well for all
the source/observation geometries considered.
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A resonant, self-pumped, circulating thermoacoustic
heat exchanger
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An asymmetrical constriction in a pipe functions as an imperfect gas diode for acoustic oscillations
in the pipe. One or more gas diodes in a loop of pipe create substantial mean flow, approximately
proportional to the amplitude of the oscillations. Measurements of wave shape, time-averaged
pressure distribution, mass flow, and acoustic power dissipation are presented for a two-diode loop.
Analysis of the phenomena is complicated because both the mean flow and the acoustic flow are
turbulent and each affects the other significantly. The quasi-steady approximation yields results in
rough agreement with the measurements. Acoustically driven heat-transfer loops based on these
phenomena may provide useful heat transfer external to thermoacoustic and Stirling engines and
refrigerators. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1804634#
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I. INTRODUCTION

Stirling’s hot-air engine1,2 of the early 19th century was
one of the first heat engines to use oscillating thermodynam-
ics of a gas in a sealed system. Since then, a variety of
related engines and refrigerators has been developed, includ-
ing Stirling refrigerators,1,3 Ericsson engines,4 orifice pulse-
tube refrigerators,5 standing-wave thermoacoustic engines
and refrigerators,6 free-piston Stirling engines and
refrigerators,7 and thermoacoustic-Stirling hybrid engines
and refrigerators ~also known as traveling-wave
systems!.8–11 Combinations thereof, such as the Vuilleumier
refrigerator12 and the thermoacoustically driven orifice pulse-
tube refrigerator,13 have provided heat-driven refrigeration.
Today, the efficient, mature members of this family of en-
gines and refrigerators are in use in several niche markets,
ranging from small cryocoolers with cooling powers below
10 W to large engines~e.g., for submarine propulsion! with
powers near 100 kW.

Much of the recent evolution of this family of
oscillating-gas thermodynamic technologies has been driven
by the search for simplicity, reliability, and low fabrication
costs through the elimination of moving parts, especially
elimination of moving parts at temperatures other than am-
bient temperature, without seriously compromising effi-
ciency. For example, the orifice pulse-tube refrigerator lacks
the cold piston of previous cryogenic Stirling refrigerators;
the free-piston Stirling engine lacks the crankshafts and con-
necting rods present in previous Stirling engines; and the
thermoacoustic-Stirling hybrid engine eliminates pistons pre-
viously needed.

Heat exchangers may offer a second opportunity for dra-
matic improvement in simplicity, reliability, and low fabrica-
tion cost, particularly in engines and refrigerators of high
power. All engines and refrigerators must reject waste heat to
ambient temperature, and the ambient heat sink is often

available as a flowing air stream or water stream. Engines
must also accept heat from a heat source at a higher tempera-
ture, e.g., a stream of combustion products from a burner.
Refrigerators must withdraw heat from a load at lower tem-
perature, which is sometimes in the form of a flowing
stream; examples include a stream of indoor air to be cooled
and dehumidified and a stream of oxygen to be cooled and
cryogenically liquefied. Hence, the typical heat exchanger in
these engines and refrigerators must transfer heat between a
steadily flowing ‘‘process fluid’’ stream such as these and the
oscillating thermodynamic ‘‘working gas’’~often pressurized
helium!.

In large, high-power engines and refrigerators, the ther-
mal conductivity of solids is insufficient to carry the required
heats without significant temperature differences, so geo-
metrically complicated heat exchangers must usually be used
to interweave the process fluid and the working gas, bringing
them into intimate thermal contact. A shell-and-tube heat
exchanger14 is typical. In the orientation of Fig. 1~a!, the
working gas oscillates vertically through the insides of the
many tubes, while the process fluid flows horizontally
around and between the outsides of the tubes. Features spe-
cific to oscillating-gas engines and refrigerators impose un-
fortunate constraints on such heat exchangers as they are
scaled up to higher power. Higher power demands more
heat-transfer surface area, lest the efficiency suffer. However,
tube lengths cannot be increased, because having such tube
lengths greater than the oscillatory stroke of the working gas
does not effectively transfer more heat. Hence, the obvious
approach to scaleup is to increase the number of tubes in
proportion to the power, keeping the length and diameter of
each tube constant. Such heat exchangers can have hundreds
or thousands of tubes, causing expense~because many parts
must be handled, assembled, and joined! and unreliability
~because many joints must be leak tight!. Thermally induced
stress poses an additional challenge to reliability when such a
geometrically complex heat exchanger is at an extreme tem-a!Electronic mail: swift@lanl.gov; URL: www.lanl.gov/thermoacoustics/
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perature, i.e., a red-hot temperature for an engine or a cryo-
genic temperature for a refrigerator.

Another shortcoming of the heat exchangers of
oscillating-gas engines and refrigerators is that they often
must be located close to one another, simply because each
heat exchanger must be adjacent to one end or the other of
the nearest stack, regenerator, pulse tube, or thermal buffer
tube, and these components themselves are typically short.
The practical importance of this shortcoming is easily appre-
ciated by considering the food refrigerator in the typical
American kitchen. Its ‘‘vapor compression’’ cooling technol-
ogy allows complete flexibility in the geometrical separation
of the cold heat exchanger, where heat is absorbed from the
inside of the cold box, and the ambient heat exchanger,
where waste heat is rejected to the air in the kitchen, typi-
cally behind or under the refrigerator cabinet. With vapor-
compression technology, not only can these heat exchangers
be located freely, but their shapes can be chosen as needed
for their circumstances, e.g., to accommodate fan-driven or
natural convection, and to fit in and around the desired shape

of the cold box or cabinet. In contrast, when one tries to
adapt an oscillating-gas refrigerator to this application, the
cold heat exchanger and ambient heat exchanger must be
very close together, separated only by the regenerator or
stack, whose length is typically only several centimeters.
Hence, intermediate heat transfer equipment, such as heat
pipes or pumped-fluid heat-transfer loops, must typically be
used. These add complexity and expense.

To explore a new way to circumvent these shortcomings,
we have begun to investigate the alternative heat-exchanger
scheme illustrated in Fig. 1~b!. This resonant, self-pumped,
circulating thermoacoustic heat exchanger is a single pipe~or
a few in parallel!, which could be bent or coiled compactly,
with a length equal to one wavelength of sound in the work-
ing gas in the pipe at the frequency of the engine’s or refrig-
erator’s oscillation. Both ends of the pipe are attached as
‘‘branches’’ to the ‘‘trunk’’ where a traditional heat ex-
changer would be expected. Oscillations of the gas in the
pipe are caused by those in the trunk. Two gas diodes are in
the pipe, each located a quarter wavelength from one end of
the pipe. These create nonzero mean flow, so the motion of
the working gas in the circulating heat exchanger is a super-
position of oscillating flow and steady flow. Most of the ex-
tensive outside surface area of the pipe is available for ther-
mal contact with the process fluid, which can flow either
parallel or perpendicular to the pipe. The mean flow in the
loop carries heat between this surface area and the mixing
chamber in the trunk.

The gas diodes are the key to the heat-transfer circula-
tion in Fig. 1~b!. These are nonlinear flow elements having
different flow resistances for flow in different directions. Gas
diodes are typically much less perfect than electronic diodes,
often with a ratio of backward and forward flow impedances
less than a factor of 10. Gas diodes include the vortex diodes
described by Mitchell,15 the valvular conduit described by
Tesla,16 and the conical and tapered structures called jet
pumps in some recent publications.10,17

The fact that the length of the pipe in Fig. 1~b! is one
wavelength of sound leads to beneficial features, illustrated
in Fig. 1~c!. The gas diodes are located where the oscillating
volume velocity18 is a maximum, so they can create a large
time-averaged pressure difference and a large mean flow, as
explained more fully below. Meanwhile, the ends of the pipe
are locations of minimal oscillating volume velocity, so that
connecting the pipe to the trunk perturbs the oscillations in
the trunk minimally. Figure 1~c! illustrates such minimal per-
turbation with the pipe ends presenting a real impedance to
the trunk, but a slightly shorter pipe would add a positive
imaginary part to that impedance, which could be useful for
canceling unwanted compliance in the trunk. Estimates indi-
cate that the mean flow can be many times larger than the
oscillating flow amplitude where the pipe joins the trunk;
Fig. 1~c! illustrates it as 2.4 times larger.

A nonresonant but otherwise similar concept was de-
scribed by Mitchell15 for a particular case: the heat ex-
changer at the ambient end of the pulse tube of an orifice
pulse-tube refrigerator. Mitchell replaced this particular heat
exchanger and the orifice by a heat-transfer loop containing
one or more gas diodes to convert some of the oscillatory

FIG. 1. ~a! A portion of an oscillating-gas engine or refrigerator, containing
a shell-and-tube heat exchanger or other traditional cross-flow heat ex-
changer. The heat exchanger is below a stack or regenerator, and is above a
pulse tube, thermal buffer tube, or open duct. The oscillating flow of the
working gas~e.g., pressurized helium! is vertical throughout. The steady
flow of the process fluid~e.g., water! is horizontal through the heat ex-
changer.~b! A portion of an oscillating-gas engine or refrigerator, in which
the traditional heat exchanger has been replaced by a single external pipe
one wavelength long. Gas diodes at the velocity maxima create mean flow,
which steadily transfers heat between the process fluid outside the pipe and
the engine or refrigerator to which the pipe ends are attached.~c! Qualitative
plot of volume velocityU as a function of locationx in the pipe, at four
equally spaced timest during a cycle of the wave. The zero of time phase is
when the pressure in the mixing chamber is a maximum.

2924 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 G. W. Swift and S. Backhaus: Self-pumped thermoacoustic heat exchanger



power in the wave into mean flow of the working gas around
the loop. The dissipation in the gas diode~s! and other acous-
tic dissipation in the loop serve the dissipative function of
the original orifice, and the surface area along the entire path
length of the loop serves the function of the original heat
exchanger.

We undertook the work described here to investigate the
main issues that are involved with using the resonant self-
pumped loop for heat transfer. The insulated, electrically
heated or water-cooled resonant loop described below was
attached at both ends to a mixing chamber, where the sound
wave was generated by a motor-driven piston and where heat
from the electrically heated loop was rejected to water-
cooled heat exchangers. Thermocouples monitored the tem-
perature rise as the gas circulated through the insulated,
heated loop; pressure transducers detected the oscillatory
pressure associated with the wave and the time-averaged
pressures associated with the mean flow. Most features of the
experimental results are explained qualitatively by treating
the oscillatory and mean flows as independently superim-
posed except at the gas diodes. The use of the quasi-steady
approximation to analyze interactions of the oscillatory and
mean flows throughout the loop, occurring through the Dop-
pler effect and the nonlinearity of turbulent flow resistance,
provides a better, reasonably quantitative interpretation of
the measurements. An appendix summarizes the most te-
dious aspects of the application of the quasi-steady approxi-
mation to this situation.

II. APPARATUS AND PRELIMINARY MEASUREMENTS

From among the low-cost gases, we chose argon at a
mean pressurepm52.4 MPa for this investigation, because
its high density gives it a low sound speed and small viscous
and thermal penetration depths, which helped to keep the
size of the apparatus and the thermal and acoustic powers
small enough for easy experimentation. We chose;50 Hz
for the operating frequency and;2 cm for the inside diam-
eter of the pipe, for compatibility with a linear motor and
piston ~described below! that were available in our lab.

The apparatus is illustrated in Fig. 2. The one-
wavelength loop shown in Fig. 2~a! had a total length of 6.33
m and was made mostly of seamless stainless-steel pipe with
an inside diameterDpipe52.21 cm. Long-radius elbows and
fittings19 smoothly matched this pipe’s inside diameter. A
valve at the velocity node halfway around the loop, at the top
of Fig. 2~a!, could be used to stop and start the mean flow
while leaving the acoustics mostly undisturbed. Two geo-
metrically identical sets of piping—one with thermocouples,
heaters, and thermal insulation, the other cooled by flowing
water—could be easily interchanged as desired for different
types of measurements. For example, equilibration of the
temperature profile around the loop required hours with the
insulated pipes, but steady state could be reached in a few
minutes with the water-jacketed pipes.

Gas diodes were located 1/4 and 3/4 of the way around
the loop. Each was a machined brass cylinder with fittings
brazed onto the ends, as shown in Fig. 2~b!. The inside sur-
face was a smooth cone 13.3 cm long, tapering from the 2.21
cm diameter of the loop piping at its large end toDgd

51.4 cm diameter at its small end, so the angle between the
cone wall and the centerline was 1.75°. The inner edge at the
small end was rounded with a radius of 2.3 mm. These di-
mensions were chosen to minimize acoustic power dissipa-

FIG. 2. Scale drawings of the apparatus.~a! Overview of the entire appara-
tus, except for the linear motor and its pressure housing below the bottom.
The gas diodes were located 1/4 and 3/4 of the way around the loop of
piping, and the valve was halfway around. The locations of most of the
thermocouples~‘‘T’’ ! and pressure sensors~‘‘P’’ ! in the apparatus are shown
in this view. The four long, straight runs of pipe~each having five thermo-
couples! were wrapped with heating blankets. The entire loop was then
wrapped with thermal insulation. However, for some measurements, four
alternative straight runs of pipe were used, each having a water jacket in-
stead of the thermocouples, heater blanket, and insulation. The spatial extent
of the heating blankets and water jackets is shown in the upper right.~b!
Detailed view of one of the gas diodes, also showing how the fittings come
apart.~c! Detailed view of the drive assembly. The piston, driven by a linear
motor, insonified the apparatus. The two optional heat exchangers rejected
heat to flowing water at ambient temperature. Temperature and pressure
sensors not shown in~a! are shown here. Bolts holding the drive assembly
together are not shown.
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tion and to minimize the flow resistance into the small end
while simultaneously generating a large time-averaged pres-
sure difference, according to the analysis presented in Sec.
III A.

Eight piezoresistive pressure transducers20 were arrayed
along the loop as shown in Fig. 2~a!, and two more were
located in the drive assembly as shown in Fig. 2~c!. A lock-in
amplifier21 was used to measure their oscillating voltage am-
plitudes and phases to obtain the complex pressure amplitude
p1 at each location, and a five-digit voltmeter was used to
measure their average voltages for calibration checks and to
obtain the second-order, time-averaged pressuresp2,0 associ-
ated in part with the mean flow around the loop.22 The ref-
erence side of the pressure transducer near the piston in Fig.
2~c! was always at atmospheric pressure, while the reference
sides of the other nine transducers were held at 2.4 MPa so
that the temperature dependence of the transducers’ gains did
not interfere with the measurements ofp2,0—otherwise, a
small drift in temperature would have caused a large drift in
average voltage, masking the small voltage changes due to
time-averaged pressure. The four transducers closest to the
two gas diodes were connected to the loop through thin-
walled stainless-steel capillaries 4 cm long and 0.6 mm i.d.
so that their temperatures were minimally affected by the
wave in the pipe; this feature is discussed in more detail in
Sec. III B. Simple modeling of the acoustics of these capil-
laries and the volumes associated with the transducers indi-
cated that the amplitude drop along the capillary was only
0.1% and the phase shift was only 0.2°.

Figure 3~a! shows measurements ofp1 for a typical
wave with the loop valve closed to prevent mean flow. The
corresponding calculated curves in Figs. 3~a! and 3~b! were
generated straightforwardly by integrating the acoustic mo-
mentum and continuity equations with DeltaE,23 using
‘‘cone’’ for each gas diode’s tapered portion and ‘‘duct’’ for
the rest of the loop.~DeltaE’s wall roughness factor for tur-
bulence was set at 531024. Under the conditions of Fig. 3,
turbulence is expected in the gas-diodes’ cones and near the
maxima in volume velocityuU1u in the 2.21-cm-i.d. pipe,
where the gas displacement amplitude over viscous penetra-
tion depth isuj1u/dn5830 and the Reynolds-number ampli-
tude uNR,1u5uU1uDpiperm /Spipem5580 000, whereD is di-
ameter,rm is mean density,S is cross-sectional area, andm
is viscosity.! An ‘‘impedance’’ at the small end of the cone
accounted for the extra dissipation caused by the abrupt area
change there, calculated as described near Eq.~19! in Sec.
III A. To produce the calculated curves in Fig. 3, the mean
pressure, temperature, frequency, and the pressure oscillation
amplitude in the mixing chamber were fixed at the experi-
mental values. The agreement between the measured and cal-
culated pressure waves in Fig. 3~a! is excellent, inspiring
confidence that the calculated wave of volume velocityU1 is
accurate, too. The left-right symmetry in Figs. 3~a! and 3~b!
is nearly perfect: The asymmetry of the two gas diodes’ ori-
entations has a very small effect on the wave when the valve
is closed.

Obtaining meaningful measurements of time-averaged
pressure required a multi-step procedure. First, the time-
averaged voltages from the pressure transducers were re-

corded while the apparatus was running in steady state. Next,
the power to the drive piston was shut off and a valve was
opened to equalize the pressures above and below the piston
more quickly than would otherwise have occurred through
the leakage around the piston. Time-averaged voltages were
again recorded from each transducer, and these were sub-
tracted from the earlier measurements. This subtraction ac-
counted for different transducers having different offset volt-
ages. These voltage differences were multiplied by the
calibration constants of the transducers to yieldp2,08 for each
transducer. However, these values ofp2,08 included a large
common-mode effect of no interest to us, due mostly to the
front-to-back time-averaged pressure difference across the
moving piston, generated in part by nonlinear leakage past
the piston. Hence, the common-mode part ofp2,08 was elimi-
nated by subtractingp2,08 in the mixing chamber from its
value at each of the transducers, yieldingp2,0. Figure 3~c!
shows a typical set of such results, withp2,0[0 in the mix-
ing chamber~at x50 andx56.33 m) a consequence of this
procedural definition ofp2,0.

FIG. 3. A typical wave, with 2.4-MPa argon at 48.4 Hz, using the water-
cooled loop and with the valve closed to enforce zero mean flow, as a
function of position around the loop, withx50 andx56.33 m where the
loop meets the mixing chamber. Both gas diodes were oriented to encourage
flow in the positive-x direction, with their small ends toward smallerx. ~a!
Real and imaginary parts of the pressure wave. Points are measured values
and lines are calculations.~b! Calculated real and imaginary parts of the
volume-velocity wave. In~a! and~b!, the standing-wave components are so
much larger than the out-of-phase components that the latter have been
multiplied by 10 for clarity. The zero of time phase is chosen so that the
pressure oscillations in the mixing chamber are real.~c! The time-averaged
pressure as a function of position, relative to its value in the mixing cham-
ber. Points are measured values and lines are calculations. The two vertical
dotted lines are at the small-x, small-diameter ends of the gas diodes. The
vertical discontinuity is at the valve.
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The calculated curvep2,0(x) shown in Fig. 3~c! includes
both reversible nonlinear effects and irreversible nonlinear
effects. The reversible effects arise from what can be loosely
described as the acoustic version of Bernoulli’s equation,
with low time-averaged pressure at locations of high time-
averaged velocity. The well-known lossless expression24,25

obtained by properly time averaging lossless equations of
fluid mechanics

p2,0~x!5
up1~x!u2

4rma2 2
rmuU1~x!u2

4@S~x!#2 1C, ~1!

wherea is the sound speed, withp1 andU1 from Figs. 3~a!
and 3~b!, was used to compute the smoothly varying portions
of the curve of Fig. 3~c!. The two steep portions of the solid
curve in Fig. 3~c!, extending below the bottom of the graph,
indicate the contribution ofS(x) in the conical tapers of the
gas diodes to Eq.~1!.

The three abrupt steps in the curve of Fig. 3~c!, two
~dotted lines! at the small ends of the gas diodes and the third
~no line! at the valve, mark changes in the constantC in Eq.
~1! from region to region in the apparatus. The small end of
each gas diode generates its step inp2,0 from a combination
of the effect of the step in area in Eq.~1! and the irreversible
‘‘minor loss.’’ 26 The algorithm used to calculate the magni-
tude of the minor-loss contribution is described in Sec. III A.
The steps inp2,0 located at and caused by the gas diodes
impose their sum across the valve atx53.2 m, where the
pressure difference of 4 kPa represents the effect that encour-
ages nonzero mean flow as soon as the valve is opened. The
experimental values of these irreversible steps shown in Fig.
3~c! are about 10% smaller than the calculated values. Other
than this discrepancy, which is examined in more detail in
Sec. III B, the agreement between the experimental and cal-
culated values in Fig. 3~c! is excellent.

The insulated pipes included type K thermocouples and
electric-resistance heaters with locations as shown in Fig. 2.
The 22 thermocouples on the loop itself were spot welded to
the outside of the pipe and were approximately equally
spaced, except for a larger gap across the valve at the top.
Wrapped around the outside of the straight sections of the
loop were flexible heaters,27 with power delivered by a vari-
able autotransformer and measured with an electronic power
meter.28 Surrounding the heaters and all the unheated parts of
the loop was a layer of flexible foam insulation, 2 cm thick,
of the type often used to insulate residential hot water pipes.
Measurements with the heaters and thermocouples and with
no acoustics showed that the thermal conductance through
this insulation was 2 W/°C, about twice the value estimated
from the dimensions and the nominal insulating value ‘‘R5,’’
the excess presumably due to imperfections associated with
the valve, fittings, pressure transducers, elbows, etc., and the
fact that the heaters covered only the convenient long parts
of the loop. To reduce this heat leak, an additional layer of
rigid fiberglass insulation~of the type often used to cover
industrial steam pipes! was added to the straight portions,
bringing their total diameter to 11.4 cm, and 3–5 cm of soft
fiberglass was added around the elbows and valve~including
the valve handle!. This reduced the measured thermal con-
ductance through the insulation to 1.15 W/°C. Figure 4

shows measurements of the temperature distributionT(x) for
three simple circumstances, giving some indication of the
variability in local temperatures resulting from spatial non-
uniformity in coverage by the electric heaters, acoustic
power dissipation, and thermoacoustic heat pumping. With
electric heat and no acoustic oscillations, the thermocouples
closest to the unheated portions~the gas diodes and the
valve! are the coolest. With the most intense acoustic oscil-
lations, the thermocouples near the gas diodes, where dissi-
pation of acoustic power is highest, are the warmest.

Connecting both ends of the loop to the driving system,
at the bottom of Fig. 2~a! and shown in more detail in Fig.
2~c!, was the ‘‘mixing chamber.’’ The mixing chamber was
an open cylindrical space 10.2 cm in diameter and 3.18 cm
tall, with the loop connections at diametrically opposite lo-
cations. In addition to the pressure transducer mounted in its
side wall, the mixing chamber contained five thermocouples,
extending into the gas itself, axially centered and at various
radial and azimuthal positions. A sixth thermocouple ex-
tended into the loop 5 cm, on the ‘‘hot’’ side, i.e., the side
delivering mean flow from the loop to the mixing chamber.

Water-cooled heat exchangers above and below the mix-
ing chamber, shown in Fig. 2~c!, were included when needed
to remove heat from the system. Each heat exchanger was a
cross-drilled brass block, with 404 holes of 2.26 mm diam-
eter and 20.6 mm length through which the argon oscillated
vertically, and 51 perpendicular holes of the same diameter
and various lengths up to 10.2 cm through which ambient-
temperature water flowed horizontally.

The oscillations in the system were driven by an oscil-
lating piston of 10.16 cm diameter, below the lower heat
exchanger. The piston was driven in turn by a linear motor,
not shown in Fig. 2. The base plate, piston, and motor came
as a complete package from the motor manufacturer,29 with
the motor housing sharing the same gas and mean pressure
as the experimental system, so that perfect piston sealing was

FIG. 4. TemperatureT as a function of positionx around the loop for three
base line circumstances with the valve closed. Open circles: no acoustic
power, 41 W applied with electric heaters, 1.15 W/°C insulation. Inverted
triangles: No electric heat, 53 W of acoustic power applied with piston
(up1u5152 kPa in the mixing chamber!, 2 W/°C insulation. Erect triangles:
No electric heat, 124 W of acoustic power applied with piston (up1u
5207 kPa in the mixing chamber!, 2 W/°C insulation. The points atx50
andx56.33 m are temperatures inside the mixing chamber; other points are
temperatures on the wall of the loop.

2927J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 G. W. Swift and S. Backhaus: Self-pumped thermoacoustic heat exchanger



unnecessary and the gas exerted no significant time-averaged
force on the piston.

A mutual-inductance-based linear variable displacement
transducer30 ~LVDT ! was mounted on the motor to indicate
the piston’s mean positionjm and its complex displacement
oscillation amplitudej1 . The LVDT was electrically excited
at 10 kHz and monitored by a lock-in amplifier21 operating at
that frequency. With the lock-in time constant at 3 s, this
LVDT–lock-in combination was calibratedin situ by driving
the motor with enough dc current~first of one sign, then of
the other! so that an opaque edge moving with the piston half
blocked the light path of either of two light-emitting diode
~LED!-photodiode sets. The known distance between the two
LED-photodiode sets and the lock-in readings at the two
positions yielded the calibration of the LVDT–lock-in com-
bination. For measurements ofjm , this lock-in’s time con-
stant was kept at 3 s. For measurements ofj1 , this lock-in’s
time constant was set at 10ms, and its output was fed to the
input of the lock-in used to measurep1 . With the piston
moving at 50 Hz at just the right amplitude, comparison of
the LVDT signal with the signals from the photodiodes
showed that these measurements ofj1 are accurate to 1% in
amplitude and 1° in phase.

To establish more confidence in the measurement ofj1 ,
we temporarily replaced the loop, mixing chamber, and heat
exchangers with the shortest possible 10-cm-diam cylinder
and a dummy load, i.e., a valve functioning as a variable
resistance in series with a tank of known volumeV. The
powers dissipated in the load31 and delivered by the piston
are given by

Ėload>
vV

2gpm
Im@p1,pist p̃1,tank#, ~2!

Ėpist52
vSpist

2
Im@p1,pist j̃1#, ~3!

where v52p f , f is the drive frequency,g is the ratio of
isobaric to isochoric specific heats, and the tilde denotes
complex conjugation. Figure 5 shows a comparison of these
powers for two different pressure amplitudes as the variable
resistance was changed. The fact that the observed slopes on
this plot are close to unity confirms the accuracy of the mea-
surements ofĖpist and, hence, ofuj1u and the phase between
j1 andp1 .

The vertical offsets of the two sets of measurements in
Fig. 5 depended on pressure amplitude and were larger than
could be accounted for simply by thermal-hysteresis losses
on the surface of the short 10-cm-diam cylinder. We assume
that the excess is due to oscillatory leakage past the piston.
Measurements of this excess power dissipation as a function
of amplitude are fit well by

Ėleak5~0.000 14 W/kPa2.25!up1u2.25. ~4!

Some aspects of this leakage dissipation~e.g., the depen-
dence ofĖleak on uj1u andjm) were not fully explored at the
detailed level of a few watts. Greater care was not justified,
because other dissipative effects in the mixing chamber, such
as the effect of amplitude-dependent turbulence on the
thermal-hysteresis losses on the surfaces of the heat exchang-

ers, are not understood at that level of detail. Overall, we
estimate that the measurements of the acoustic power deliv-
ered to the mixing chamber by the piston have an uncertainty
of about 2% due to sensor-calibration uncertainties plus a
few watts due to this leakage dissipation.

During the course of the measurements, with tempera-
ture often a significant function of locationx around the loop
and with mean flow often nonzero, an easy experimental
definition of loop resonance was needed so that the drive
frequency could be chosen without having to map out the
entire wave as shown in Fig. 3~a!. We decided to use the
condition

Re@j1 /p1,pist#520 mm/kPa ~5!

to define resonance, wherep1,pist is the complex pressure
oscillation amplitude above the piston and the numerical
value of 20mm/kPa is obtained from the calculated compli-
ance of the mixing chamber, heat exchangers, and adjacent
10-cm-diam spaces in the driver assembly. The numerical
value varied slightly with amplitude, becausejm varied
slightly. For left-right symmetry in the loop, Eq.~5! implies
that the impedances of both branches from the mixing cham-
ber to the loop are real, an unambiguous definition of loop
resonance frequency. For more general, asymmetrical condi-
tions, Eq.~5! implies that the sum of the imaginary parts of
the inverse impedances of the two branches is zero, so that if
one end of the loop looks inertial the other must look com-
pliant. Before recording any other data, measurements ofj1

andp1,pist were obtained, Re@j1 /p1,pist# was computed,f was
adjusted, and the process was repeated until Eq.~5! was sat-
isfied. This typically took only 1 min to reach a resonance
frequency precise to60.01 Hz. However, the accuracy of
the resonance frequency determined in this way was in doubt
60.5 Hz. The numerical value used in Eq.~5! was uncertain
because of uncertainty in how much of the calculated com-
pliance volume, which included the heat-exchanger pas-
sages, should be regarded as isothermal instead of adiabatic.
The more accurately known value of 17.4mm/kPa was used

FIG. 5. Acoustic power delivered by the piston,Ėpist , as a function of

acoustic power delivered to the dummy load,Ėload. Circles, up1u
5240 kPa in the mixing chamber. Squares,up1u5170 kPa in the mixing
chamber. The straight line, a guide to the eye, has a slope of unity and an
arbitrary vertical offset.
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for measurements when the heat exchangers were omitted.
With the water-cooled pipes in use, the experimental

resonance frequency defined in this way decreased when the
valve was opened at fixed acoustic amplitude. The decrease
varied from 0.5% at low amplitude to 0.7% at high ampli-
tude. Most of this change can be attributed to the 0.4% in-
crease in length of the loop as the passage inside the ‘‘ball’’
of the valve became part of the acoustic path. The experi-
mental resonance frequency increased quadratically with
acoustic amplitude, by 0.6% from low amplitude toup1u
5240 kPa when the valve was closed and by 0.8% when the
valve was open. How much of this rise is attributable to
temperature rise in the gas is unknown. Note that about a
third of the acoustic power dissipation in the loop occurs in
the gas diodes, which are at velocity maxima of the wave
where a change in temperature has the largest effect on the
resonance frequency.

In the calculations plotted in Fig. 3 and throughout the
rest of the paper, the experimental frequency was used in the
calculations. Forcing the calculations to mimic the experi-
mentally defined resonance~i.e., to zero the sum of the cal-
culated imaginary parts of the impedances of the two ends of
the loop at the mixing chamber! could be accomplished ei-
ther by setting the calculation’s frequency 1% above the ex-
perimental resonance frequency or by reducing the calcula-
tion’s temperature by 2% to reduce the sound speed by 1%.
However, this alternative calculation scheme made little dif-
ference in other calculated results.

III. CIRCULATING MEAN FLOW

A. Theory

In Fig. 3~c!, the step inp2,0 across the valve shows that
the loop is ready to deliver nonzero time-averaged mass flow
Ṁ in the positive-x direction as soon as the valve is
opened.22 In this subsection, analysis directed toward under-
standing such time-averaged effects is presented. This analy-
sis is based on simple assumptions, but nonetheless captures
many of the experimental features described below. The
quasi-steady approximation is central: We proceed as if the
results of steady-flow analysis can be applied at each instant
of time without memory of recent past history.

The irreversible part of the turbulent-flow pressure dif-
ferencedp across any lumped element, including minor-loss
components such as gas diodes, is conventionally32 ex-
pressed using the minor-loss coefficientK

dp5Kru2/2, ~6!

wherer is the gas’s density andu is its velocity at a refer-
ence location in the lumped element. Hence, for superim-
posed steady and oscillatory flows, the irreversible part of
the time-averaged pressure difference developed across each
component due to the time-dependent flow through it can be
estimated using

dp5
v

2p R
0

2p/v

dp~ t !dt ~7!

5
v

2pS2 F E
t0

p/v2t0
K1

1

2
r~ uU1usinvt1Ṁ /r!2dt

2E
p/v2t0

2p/v1t0
K2

1

2
r~ uU1usinvt1Ṁ /r!2dtG , ~8!

whereK1 andK2 are the minor-loss coefficients for the two
directions of flow through the component,S is the area on
which theK ’s are based~conventionally, the smallest cross-
sectional area of the component!, t is time, andt0 is the time
at which the volume velocity crosses zero, i.e.,t0 satisfies
uU1usinvt01Ṁ/r50. ~If uṀ /ru.uU1u, no solution fort0 ex-
ists, and either theK1 or K2 integral is carried out from 0 to
2p/v. Otherwise, the zero crossing with2p/2,vt0,0 is
chosen.! Equation~8! is a straightforward extension of the
discussion near Eq.~7.76! in Ref. 33.

Our choice of notation for the steady flow calls for some
explanation, because no choice seems completely satisfac-
tory. Results below show thatṀ is approximately propor-
tional to the first power of the amplitude of the wave and is
comparable in size tormuU1u, but a subscript ‘‘1’’ would be
misleading because it would improperly suggest thatṀ is
complex or oscillatory. A subscript ‘‘m’’ would inappropri-
ately suggest that this steady flow exists in the absence of the
sound wave~just aspm and rm exist in the absence of the
wave!. We have chosen to useṀ , without subscripts, be-
cause it is simple and because the most reliable measure-
ments described below detect mass flow, not volume flow.
The mass flowṀ in this paper should not be confused with
the much smaller, second-order time-averaged mass flow
Ṁ25 1

2Re@r1Ũ1#1rmU2,0 in previous work.10,11,33

Assuming that all variables exceptt itself are indepen-
dent of time, performing the integrals in Eq.~8! yields the
irreversible second-order time-averaged pressure difference

dp2,052K2~Ṁ2/2rmS21rmuU1u2/4S2! for «<21 ~9!

5
rmuU1u2

8S2 ~K12K2!H 112«21
K11K2

K12K2

2

p

3@~112«2!sin21 «13«A12«2#J for u«u<1 ~10!

5K1~Ṁ2/2rmS21rmuU1u2/4S2! for «>1, ~11!

where the flow-rate ratio«5Ṁ /rmuU1u. Our gas diodes op-
erate withu«u,1, so that the flow passes through zero twice
during each cycle. Whenu«u.1, the flow is unidirectional.
Signs have been chosen so that positivedp discourages posi-
tive Ṁ andK1 corresponds to flow in the1x direction.

To obtaindp2,0
gd for our gas diodes’ geometry from Eq.

~10!, we use the well-established Borda–Carnot expression34

K25~12Sgd/Spipe!
2 ~12!

for minor-loss flow through the abrupt expansion fromSgd to
Spipe to obtain K250.364. We combine equations and a
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chart from Ref. 32, for an abrupt contraction with a rounded
edge plus a term accounting for radial nonuniformity in a
short conical expander, to obtainK150.04. These quasi-
steady estimates and the entire quasi-steady approach intro-
duced in Eq.~8! should be accurate for oscillatory flow if the
Reynolds number is sufficiently high and if the gas displace-
ment is sufficiently large. For the conditions of Fig. 3,
uNR,1,gdu5uU1uDgdr/Sgdm5920 000, butuj1u/Dgd is only 9,
the latter condition perhaps not extreme enough for complete
confidence in the quasi-steady approximation.35,36

Equations~9!–~11! with K15K2 still depend on«, so
apparently the oscillatory flow affects the time-averaged
pressure drop acrosssymmetricalturbulent components as
well as across the asymmetrical gas diodes. SettingK1

5K2[K in Eqs.~9!–~11! yields

udp2,0u5K
rm

2
S Ṁ /rm

Spipe
D 2S 11

1

2«2D for u«u>1 ~13!

5K
rm

2
S Ṁ /rm

Spipe
D 2

@~112«2!sin21u«u13u«uA12«2#

p«2

for u«u<1. ~14!

This multiplicative enhancement of the steady-flow pressure
drop across a symmetrical turbulent component grows from
near unity at smalluU1u though 3/2 atuU1u5Ṁ /rm toward a
linear asymptote of 4rmuU1u/pṀ at largeuU1u. The origin
of this increase is the fundamentally nonlinear nature of tur-
bulent flow resistance: If the flow is described bydp(t)
5R@U(t)#n with nÞ1, then the extra pressure difference
caused by an increment of mass flow above the average
valueṀ is not canceled when an equal decrement below the
average occurs half a cycle later.

In the loop under investigation here, opposing the pres-
sure differences of Eq.~10! that are generated at the two gas
diodes is the time-averaged pressure gradient throughout the
rest of the loop due toṀ flowing around the loop. To esti-
mate this pressure gradient, one might expect37 that standard
equations of fluid mechanics, such as

dp

dx
52 f M

rm

2Dpipe
S Ṁ /rm

Spipe
D 2

, ~15!

could be used for the mean flow through the uniform-area
parts of the loop, whereDpipe is the pipe diameter andf M is
the Moody friction factor, which is given in most fluid me-
chanics textbooks~e.g., Ref. 26!. Some of the calculated
curves presented below rely on this simple treatment of the
mean flow in the loop. However, Eq.~15! describes nonlin-
ear, turbulent flow, so the arguments presented in the previ-
ous paragraph suggest that Eq.~15! could significantly un-
derestimate the mean-flow resistance when oscillatory flow
is superimposed. Furthermore, the Moody friction factorf M

depends on velocity, so the constant-K analysis leading to
Eqs. ~13! and ~14! is not suitable. The appendix presents a
derivation of expressions similar to Eqs.~13! and~14! taking
the velocity dependence off M into account; the result is Eqs.
~A9! and ~A10!.

To Eq. ~15! or Eqs. ~A9! and ~A10! for the time-
averaged pressure gradient along the uniform-diameter por-
tions of the pipe are added two pressure drops due to drag on
the mean flow by the conical surfaces of the two gas
diodes,32,38four pressure drops due to steady-flow minor loss
corrections in the four 90° elbows,34 and one pressure drop
due to steady-flow minor loss at the exit from the pipe to the
mixing chamber; all of these may also be increased by non-
zero uU1u according to the multiplicative enhancement of
Eqs. ~13! and ~14!. These seven pressure drops typically
summed to about 50% of that of the uniform-diameter por-
tions.

Setting the sum of the forcing pressures of the two gas
diodes equal to the sum of all these opposing steady-flow
pressure drops allows one to findṀ . This must be done
numerically because of the complicated nature of the equa-
tions. Qualitatively, Eq.~10! shows thatdp2,0

gd is proportional
to the square of the wave amplitude and Eq.~15! shows that
the opposing pressure gradient in the loop is nearly propor-
tional to the square of the mean flow, so one can expect that
the mean flow is roughly proportional to the wave amplitude.

Again using the quasi-steady approximation, the acous-
tic power consumed by a turbulent lumped element such as a
gas diode due to the oscillatory component of the flow
through it can be estimated using39

DĖ5
v

2p R
0

2p/v

dp~ t !uU1usinvt dt ~16!

5
v

2pS2 F E
t0

p/v2t0
K1

1

2
r~ uU1usinvt1Ṁ /r!2

3uU1usinvt dt2E
p/v2t0

2p/v1t0
K2

1

2
r~ uU1usinvt

1Ṁ /r!2

3uU1usinvt dtG . ~17!

This is a straightforward extension of the discussion near Eq.
~7.77! in Ref. 33. Again assuming that variables other thant
itself are independent of time, performing the integrals
yields39

DĖ52«K2

rmuU1u3

2S2 for «<21 ~18!

5
rmuU1u3

3pS2 ~K21K1!F S 11
«2

2 DA12«21
3

2
« sin21 «

2
K22K1

K21K1

3p«

4 G for u«u<1 ~19!

5«K1

rmuU1u3

2S2 for «>1. ~20!

We then usedp152DĖ/uU1u as an estimate of the first-order
pressure difference caused by irreversible processes in such
components.

As in Eqs.~9! and~10!, note the nontrivial« dependence
in Eqs.~18!–~20!, even ifK15K2 , indicating that acoustic-
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power dissipation in asymmetricalturbulent component is
increased by superimposed steady flow. This increase is
given by a multiplicative factor

S 11
«2

2 DA12«21
3

2
« sin21 « for u«u<1, ~21!

3p

4
u«u for u«u>1 ~22!

if the component’sK is independent of velocity. The Moody
friction factor f M depends on velocity, so a more compli-
cated analysis must be used to estimate the dissipation of
acoustic power in the straight portions of the pipe in the
presence of superimposed steady flow. The appendix pre-
sents a derivation of expressions similar to Eqs.~18!–~20!
taking the velocity dependence off M into account; the result
is Eqs.~A11! and ~A12!.

B. Experiments with nonzero mean flow

To quantitatively test forṀÞ0 as predicted in the pre-
vious subsection, we operated the loop with the valve open.
The effect of the mean flow on wave shape andp2,0 provided
indirect measurements ofṀ , and the heat carried byṀ pro-
vided a nearly direct measure. The water-cooled pipes were
most convenient for measurements of wave shape andp2,0,
because rapid equilibration to steady state enabled rapid data
taking and because the spatial uniformity of temperature
yielded more confidence in calculations of the wave. Mea-
surements with the heated and insulated pipes were used to
detect heat carried byṀ .

With the valve open, the loop has the topology of a
constricted annular resonator driven at one point, whose
complicated behavior has been described by Muehleisen and
Atchley.40 Without constrictions or dissipation, the modes of
such a resonator are degenerate: With the length of the loop
equal to one wavelength, standing waves of any spatial phase
and traveling waves of either direction satisfy the wave equa-
tion and share a single resonance frequency. Reference 40
shows that an area constriction eliminates the degeneracy,
splitting the resonance into a ‘‘high’’ standing-wave mode
and a ‘‘low’’ standing-wave mode. In the low mode, a veloc-
ity antinode is centered on the constriction, so the resonance
frequency is reduced because of the increased inertance of
the constriction. In the high mode, a pressure antinode is
centered on the constriction, so the resonance frequency is
increased by the reduced compliance of the constriction. In
the present experiment, the gas diodes are constrictions, and
the low mode is desired. The resonance condition described
near Eq.~5! selects the low mode. Only 2 Hz higher in fre-
quency, a weak local maximum inup1u at the gas diodes
suggests the presence of the high mode.

The steps at the gas diodes in the calculated curves for
Im@p1# andp2,0 in Figs. 3~a! and 3~c! are based on Eqs.~19!

and ~10!, respectively, withS5Sgd and Ṁ50. These steps,
and all other features of the curves, are in qualitative agree-
ment with the measured pressures. Figure 6 shows corre-
sponding measurements and calculations forṀÞ0, with the
valve open at the top of the loop. The overall character of the

wave is still that of a standing wave, as indicated by the
cosine shape of Re@p1# in Fig. 6~a!, for which measured and
calculated values are in good agreement. However, Im@p1#
changed dramatically when the valve was opened.

The solid lines in Figs. 6~a! and 6~b! represent the re-
sults of calculations using DeltaE, as described near the be-
ginning of Sec. II and with the steady-flow phenomena cal-
culated assuming that the mean and oscillatory components
of the velocity are independent except at the gas diodes
where they are linked through Eqs.~10! and ~19!. The dra-
matic disagreement between the experimental Im@p1# and
this calculation motivated us instead to model the Doppler
effects ~for which DeltaE cannot yet account! of opposite
signs in the nearly equal counterpropagating traveling-wave
components of the standing wave. In the Doppler model,
implemented in a spreadsheet, we used

p15Ae2 ik1x1Beik2x, ~23!

U15
iS

vrm
S 11 im

2dn

D D ~2 ik1Ae2 ik1x1 ik2Beik2x!,

~24!

k65
v

a6Ṁ /rS
S 12 im

@dn1~g21!dk#

D
D , ~25!

wherek6 are the wave vectors for waves traveling with and
against41 the mean flow,A andB are the pressure amplitudes
of those waves,dk is the thermal penetration depth, andi
5A21. With @dn1(g21)dk#/Dpipe50.005, the boundary-
layer approximation used in Eqs.~23!–~25! is well justified.
In the spreadsheet, the turbulence correction factorm is cal-
culated according to the algorithm used in DeltaE23 and de-
scribed near Eq.~7.26! in Ref. 33, but with an additional
correction due to the superimposed steady flow given in Eqs.
~A15! and~A16!. For laminar flow,m51; for turbulent flow,
m.1. In the Doppler-model spreadsheet, each of the four
long runs of pipe was subdivided into eight pieces, and each
gas-diode cone into two pieces; further subdivision did not
change the results. Equations~23! and ~24! were used for
wave propagation in each such piece, with continuity ofp1

and U1 joining solutions between pieces. As in the DeltaE
calculation, Eq.~19! was used for the minor-loss contribution
to dp1 across the gas diodes and Eqs.~10!, ~A10!, and the
discussion in the paragraph following Eq.~15! were used to
obtain Ṁ . ComplexU1 at x50 was used as an adjustable
parameter to ensure that complexp1(0)5p1(6.33 m). The
calculation’s gas temperature, which was constant along the
pipe, could also be adjusted slightly above the experimental
value to enforce Im@U1(0)#5Im@U1(6.33 m)#, corresponding
to our operational definition of resonance, but this adjust-
ment had a negligible effect. The result, shown as the dashed
lines in Figs. 6~a! and 6~b!, displays Re@p1# and Im@p1# in
agreement with the experimental values. The agreement be-
tween this calculation and the measurements strongly sug-
gests that the Doppler effect is primarily responsible for the
large values of Im@p1#.

To consider this effect in more detail, notice that the
measured Im@p1# in Fig. 6~a! is not left-right antisymmetric;
the depth of the minimum nearx54.8 m exceeds the height
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of the maximum nearx51.6 m. This downward shift re-
sembles that of theṀ50 data in Fig. 3~a!, where Im@p1#
,0 is associated with the flow of acoustic power into the
loop from both ends. To more clearly distinguish the effect of
ṀÞ0 from that of the acoustic power flow, in Fig. 7 we
display the difference betweenṀÞ0 and Ṁ50 measure-
ments of Im@p1# at the four pressure transducers closest to the
two gas diodes, at five different pressure amplitudes. The
subtraction brings the results at the four transducers into
agreement with one another, and plotting these against the
3/2 power of the wave amplitude yields a reasonably straight
line. We do not understand whyṀÞ0 should contribute to
Im@p1# in proportion to the 3/2 power of the wave amplitude.

Our spreadsheet-based Doppler calculations, also dis-
played in Fig. 7, show the difference between Im@p1# when
ṀÞ0 andṀ50 more nearly proportional to the square of
the wave amplitude. The difference between calculated and
measured Im@p1# in Fig. 7 might simply be due toṀ depend-
ing on physics that we do not understand. However, one
other candidate is apparent: Both the calculations and the
measurements forṀÞ0 displayed a remarkably strong de-
pendence of Im@p1# on frequency as frequency was changed
away from resonance. Both rose with frequency; measured
values rose about 30% per Hz and calculated values about
40% per Hz. Hence, some of the difference between calcu-
lations and measurements in Fig. 7 could be a small
amplitude-dependent error or ambiguity about what really
constitutes resonance frequency or what gas temperature
should be used in the calculations.

With such an imperfect understanding of Im@p1#, we
cannot be confident in the accuracy of Re@U1# in Fig. 6~b!.
However, Re@p1# appears to be well understood, and hence
we should have confidence in the calculation of Im@U1#
} dRe@p1#/dx, which is the dominant part of the volume-
velocity wave. The time-averaged pressure difference across
the gas diodes and the resulting mean flow are due touU1u2

FIG. 6. ~a!–~c! A typical wave, with 2.4-MPa argon at 48.1 Hz, using the

water-cooled pipes and with the valve open to allowṀÞ0. The two gas
diodes were oriented to encourage flow in the positive-x direction, with their
small ends toward smallerx. ~a! Real and imaginary parts of the pressure
wave as a function of position around the loop. Points are measured values
and lines are calculations.~b! Calculated real, imaginary, and mean parts of
the volume velocity. In~a! and ~b!, the standing-wave components are so
much larger than the out-of-phase components that the latter have been
multiplied by 3 for clarity. The zero of phase is chosen so that the pressure
oscillations in the mixing chamber are real.~c! The time-averaged pressure
as a function of position, relative to its value in the mixing chamber. Points
are measured values and lines are calculations. The two vertical dotted lines
are at the small-x, small-diameter ends of the gas diodes.~d! Temperature as
a function of position around the loop, with the insulated pipes and the
2 W/°C insulation, under conditions similar to that of~a!–~c!. Filled sym-
bols are temperatures measured on the metal surface of the loop and open
symbols are temperatures measured in the gas. Gas temperatures atx50
andx56.33 m are those at five locations in the mixing chamber. Circles, no
electric heat. Squares, 79 W electric heat. Erect triangles, 167 W electric
heat. Inverted triangles, 252 W electric heat. The curves represent calculated
estimates corresponding to the erect triangles.

FIG. 7. The part of Im@p1# near the gas diodes that is associated withṀ
Þ0, as a function of the amplitude of the wave. The horizontal axis is the
amplitude of the pressure oscillation in the mixing chamber, raised to the 3/2
power. The four sets of symbols~measurements! and the four curves~cal-
culations! correspond to the four pressure transducers closest to the two gas
diodes. The measurements were taken with the water-cooled pipes.
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at the gas diodes, where Re@U1# is negligible.
Hence, uncertainty about Im@p1# in Fig. 6~a! has a neg-

ligible effect on the calculated curve forp2,0 in Fig. 6~c!. The
measured and calculated values ofp2,0 are in reasonable
agreement. Table I shows the magnitudes of various contri-
butions to the calculated curve. As in Fig. 3~c!, the largest
contributor is the reversible effect expressed by Eq.~1!, so
the agreement between measurements and calculations in
that aspect of Fig. 6~c! strengthens confidence in our knowl-
edge ofuU1u. The steps inp2,0 at the gas diodes are smaller
than they were in Fig. 3~c!, reflecting the« dependence in
Eq. ~10!. The measured steps at the gas diodes appear sig-
nificantly smaller than the calculations.

Closer examination of the time-averaged pressure differ-
ence across the gas diodes was challenging. Initially, the
transducers closest to the gas diodes were simply installed in
the pipes with their tips retracted slightly from the pipe inner
surface, as suggested in Ref. 42. The most linear transducers
were selected from our inventory, so that time-averaged volt-
age would have no significant contribution from oscillating
pressure interacting with transducer nonlinearity;42 we esti-
mate that this effect is less than 10 Pa for any conditions
encountered in these measurements. Nevertheless, following
the measurement procedure described just above Eq.~1! and
swapping transducers from place to place showed systematic
errors as large as 0.7 kPa. We suspected that the temperature
dependence of the transducers’ offset voltages might be re-
sponsible, because the sensing element of the transducer
might be at one temperature when the sound was on and
another when it was off. Hence, we separated the transducers
from the pipe by the 4 cm capillaries described in Sec. II.
~The end-to-end time-averaged pressure difference in each
capillary, due to nonlinear acoustics in the capillary and mi-
nor losses at its ends,42 is estimated to be,5 Pa.) We also
reduced the transducer bias voltage to 2.5 V instead of the
manufacturer’s recommended 10 V in a further attempt to
keep the transducers near room temperature whether the
sound wave was on or off. From among our most linear
transducers, we also selected two with the lowest offset-
voltage temperature dependence and used them for all mea-
surements. Despite these efforts, swapping transducers from
place to place and repeating experimental conditions sug-
gests that a systematic error of;0.2 kPa remains.~Random
uncertainty associated with reading the voltmeter is
;0.1 kPa.)

With all these instrumental precautions, measurements

of the time-averaged pressure differences across the gas di-
odes are shown in Fig. 8 as a function of the square of the
wave amplitude. Filled symbols represent measurements
with the valve closed; open symbols, the valve open. Pairs of
data with the same symbols indicate a top-to-bottom inter-
change of the transducers, all other conditions being equal,
displaying a lower bound of;0.2 kPa on the remaining sys-
tematic uncertainty in the measurements.

The line in Fig. 8 corresponding to theṀ50 measure-
ments was calculated using Eq.~10!. The line corresponding
to the ṀÞ0 measurements is the calculated value ofdp2,0

between the pressure transducers nearest to the gas diode,
which is mostly due to Eq.~10! but with a typically 20%
contribution from the impedance of the cone to steady flow.
The quadratic dependence ofdp2,0 on up1u in Fig. 8 corre-
sponds to the quadratic dependence ofdp2,0 on uU1u in Eq.
~10!. However, the experimental magnitudes are significantly
less than those predicted by Eq.~10! with the values forK2

andK1 given below Eq.~11!. Distracted for weeks by sys-
tematic errors arising from transducer imperfections, we did
not at first recognize that this significant disagreement prob-
ably arises from an important hydrodynamic phenomenon.
The time-averaged pressure change across the small end of
each diode, indicated by the dotted vertical line segments in
Figs. 3~c! and 6~c!, is not sharply localized at the end of the
diode. The pressure transducer 4.8 cm from the small end of
the diode is actually located within the pressure-change zone.
Subsequent measurements with the transducer 1.3 cm from
the small end of the diode yielded measureddp2,0 almost
twice as large, and moving the transducer to 8.3 cm away
from the end of the diode reduced the measureddp2,0 sig-
nificantly. This entire range of locations is probably within
the zone of vortex formation, lateral spatial nonuniformity,
and pressure recovery when the gas flows out of the small
end of the diode, because these locations are within the gas
stroke lengths 2uU1u/vSgd525 cm and 2uU1u/vSpipe

510 cm.

TABLE I. Contributions top2,0 in Fig. 6.

Each 3mult5 net

Reversible:
Pipe, Eq.~1! 65.0 kPa 325 0.00 kPa

Cones, Eq.~1! 610.0 kPa 325 0.00 kPa
Irreversible:

Gas diodes 11.68 kPa 325 13.36 kPa
Pipe 22.30 kPa

Cones 20.28 kPa 325 20.56 kPa
Elbows 20.085 kPa 345 20.34 kPa

Exit to mix. ch. 20.16 kPa
Total: 0.00 kPa

FIG. 8. Time-averaged pressure difference across the gas diodes as a func-
tion of the normalized square of the amplitude of the oscillating pressure in
the mixing chamber. Filled symbols, valve closed. Open symbols, valve
open. Erect triangles, gas diode nearx51.6 m. Inverted triangles, gas diode
nearx54.8 m. Lines, corresponding calculations using Eq.~10! ~plus, for
the lower line, the small calculated steady-flow pressure difference across
the cone and pipe segments between the pressure transducers!.
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Tentative conclusions can be drawn from Fig. 8 despite
these uncertainties. The time-averaged pressure difference
across the gas diodes is smaller with the valve open than
with the valve closed, corresponding to the calculated reduc-
tion arising from«Þ0 in Eq. ~10!. The measured and calcu-
lated closed-open differences are in quantitative agreement,
suggesting that the measured closed-open pressure difference

might be a useful, quantitative measure ofṀÞ0 via the«
dependence in Eq.~10!. However, the gas diode nearx
54.8 m was always stronger than the diode nearx51.6 m.
Swapping diodes, pipes, and/or transducers indicated that
this phenomenon was not an artifact of hardware imperfec-
tions; it was associated with the diodes’ locations and orien-
tations in the acoustic wave. This is evidence of behavior
beyond the quasi-steady approximation.

While Figs. 7 and 8 show indirect, pressure-based evi-
dence of nonzero mass flow around the loop when the valve
is open, temperature-based measurements such as shown in
Fig. 6~d! provide direct evidence. Figure 6~d! shows typical
appearances of measurements of temperature as a function of

position around the loop withṀÞ0. The temperature rises
as the gas moves around the loop in the positive-x direction,
receiving more and more heat from the electric heaters and
from dissipation of acoustic power. For the erect triangles,
two curves roughly illustrate the physics that we believe is
most important for the appearance of the data. The dashed
curve shows a rough estimate of the gas temperature as a
function of x. Its slope is nonzero in the four electrically
heated regions of the loop and is zero in the unheated regions
near the ends of the loop, the valve, and the gas diodes.
However, the measurements of temperature were made on
the metal pipe, not in the gas; the difference between the pipe
and gas temperatures must be proportional to the local rate of
heat transfer from pipe to gas and inversely proportional to
the local pipe-to-gas heat-transfer coefficient. The solid
curve in Fig. 6~d! shows a rough estimate of the pipe tem-
perature, calculated using a Nusselt number14 of
0.02@NR(x)#0.8, with the Reynolds numberNR based on the
square root of the sum of the squares of the mean velocity
and thex-dependent rms oscillatory velocity. This rough es-
timate seems to capture the main qualititative features of the
data, presumably because the heat-transfer coefficient is
highest near the gas diodes where the oscillatory velocity is
highest.

The symbols in Fig. 9 represent steady flows inferred
from data such as those in Fig. 6~d!, independent of the de-
tails of the pipe-to-gas heat-transfer model. These mass flows

are obtained fromQ̇5ṀcpDT, where cp5520 J/kg °C is

the isobaric specific heat of argon andQ̇ andDT are the heat

input and temperature rise obtained from measurements.Q̇ is
the electric power applied to the loop, minus an estimate of
the heat leak through the insulation, plus an estimate of the
acoustic power dissipated in the loop. The heat-leak correc-
tion varied from 8% to 20% for most of the data, but was
25% and 38% for the points at 50 and 25 kPa, respectively.
The acoustic-power correction varied from 1% at the lowest
amplitude through 10%–20% in the middle amplitudes to
30% and 60% for the measurements at 227 and 238 kPa,

respectively. This correction used the measured piston
power, with an estimate of the small dissipation due to
blowby and heat-exchanger impedance subtracted. The
circles in Fig. 9 represent measurements with the loop aver-
age temperature in the range 43– 47 °C and the temperature
rise around the loop in the range 13– 17 °C. The triangles
represent measurements with higher heats and temperatures,
with the loop average temperature in the range 57– 60 °C
and the temperature rise around the loop in the range
20– 24 °C. Hence, the acoustic-power correction was a much
larger fraction of the total power for the circles than for the
triangles, and the fact that these two sets of measurements
are well aligned in Fig. 9 indicates that the acoustic-power
correction is not unreasonable. The open symbols in Fig. 9
are based on the full power as described above and the full
temperature rise around the loop fromx50.14 m to x
56.19 m, using thermocouples that were not on the electri-
cally heated portions of the loop. The filled symbols are
based on half of the power and a temperature rise equal to
the difference between the average temperature of thermo-
couples in the range 3.5 m<x<6.1 m and those in the range
0.3 m<x<2.8 m. The highest measured mass flow is 50
gm/s. The total mass of argon in the loop is only 95 gm, so
the mean flow clears the entire loop every 2 s at thehighest
acoustic amplitude.

The two lines in Fig. 9 are two attempts to model the
mass flow as a function of amplitude. The solid line repre-
sents the results of calculations assuming that the mean flow
and the acoustic oscillations are independent, except at the
gas diodes where Eq.~10! couples them. The resistance of
the loop to mean flow is calculated using Eq.~15!, a similar
expression for the cone resistance, and small additions for
the elbows and the mixing-chamber entrance. Thus, the solid
line corresponds to the solid curves in Fig. 6. This calcula-
tion overestimates the mean flow, so it must overestimate the
strength of the diodes or underestimate the mean-flow resis-
tance of the rest of the loop. The dashed curve represents
calculations also using Eq.~10! for the gas diodes but taking
more complicated interactions between the steady and oscil-

FIG. 9. Mass flow around the loop as a function of pressure amplitude in the
mixing chamber. Symbols are based on measured electric heat and tempera-
ture rise, with the insulated pipes and the 1.15 W/°C insulation. Lines rep-
resent calculations, based on two different sets of assumptions.
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lating flows into account elsewhere, including the Doppler
effect of the mean flow on the oscillations and the enhance-
ment of the mean-flow resistance by the oscillations as de-
scribed in the appendix. This calculation underestimates the
mean flow, so it is likely that the derivation in the appendix
overestimates the effect of the oscillations on the mean-flow
resistance.

C. Acoustic power consumption

Measurements of the acoustic power delivered by the
piston,Ėpist, are shown in Fig. 10. The data are plotted as a
function of the cube of the pressure amplitude, because Eq.
~19! indicates that the acoustic power consumed by the di-
odes is proportional to the cube of the volume-velocity am-
plitude and the turbulent dissipation of acoustic power in the
pipes, as in Eqs.~A11! and ~A12!, would be proportional to
the cube of the volume-velocity amplitude iff M were inde-
pendent of velocity. The data fall on a curve that is slightly
concave downwards, indicating a dependence on amplitude
slightly weaker than the cubic. Measured piston power with
Ṁ50 is indicated by the inverted triangles, andṀÞ0 is
indicated by the erect triangles.

Two sets of curves in Fig. 10 represent the results of
calculations using the Doppler mathematics with Eq.~19! for
the dissipation of acoustic power by the diodes and Eqs.
~A11! and~A12! for the dissipation of acoustic power in the
pipes. Although the total calculated power is in reasonable
agreement with the measured power, the calculations show a
significant difference in piston power betweenṀ50 and
ṀÞ0 that was not observed. The difference in the calculated
values arises from the dependence of Eq.~19! on Ṁ ; the
diode should require less acoustic power whenṀÞ0. We do
not understand why this difference does not appear in the
measurements.

It is natural to consider the efficiency of an isolated gas
diode as a pump. The power that it delivers to the mean flow

is dp2,0
gdṀ /rm , while the power it consumes isDĖgd. The

ratio of these, obtained from Eqs.~10! and ~19!, is the effi-
ciency of the pump itself, shown in Fig. 11.~The efficiency
of the entire circulating system, where the heat-transfer sur-
face area necessarily consumes additional acoustic power, is
lower.! Equations~10! and ~19! show that the pump effi-
ciency is a function only of« and of b5(K22K1)/(K2

1K1). For the experiments described here,«;0.2 andb
50.80, so the efficiency is only about 10%. It seems likely
that gas diodes withb as high as about 0.90 are possible,
yielding efficiencies as high as 20%.

Figure 11 indicates the importance of working near the
optimal «. For a given, desiredṀ and a givenup1u at the
trunk, this specifies the pipe area. Minimizing mean-flow and
acoustic losses then suggests a single pipe with circular cross
section. If the pipe area is large, the gas diode itself can
consist of a plate with many conical holes in parallel, so that
their taper angle can remain narrow while their length is
short. Considerations of heat-transfer surface area and acous-
tic techniques to minimize dissipation43 may call for
x-dependent cross-sectional area along the pipe and for sub-
division of parts of the loop into several parallel pipes.

IV. CONCLUSIONS

Gas diodes properly located in a resonant loop of piping
can cause a substantial mean flow, which in turn can carry
substantial heat. For example, nearṀ550 gm/s this loop
carried 400 W of heat from the electric heaters to the mixing
chamber, the gas temperature rising only 25 °C along the
circumference of the loop. Helium is more commonly used
than argon in thermoacoustic and Stirling engines and refrig-
erators. Straightforward similitude scaling44 of the 50 gm/s
operating point to a 3 MPa, 80 Hz helium loop with total
length 12.6 m and pipe diameter 4.4 cm shows that with the
same temperature profile it would carry 6 kW, an order of
magnitude that is of interest for many potential applications.

Whether this concept will find use in such applications
will depend in part on economic trade-offs between the low
fabrication costs and high reliability of this design and the
lower acoustic power consumption of traditional heat ex-

FIG. 10. Acoustic power as a function of the cube of the pressure amplitude
in the mixing chamber. Symbols are measured acoustic power delivered by
the piston. Experimental uncertainties are about 2%. Erect triangles, valve
open; inverted triangles, valve closed. Lines are calculated acoustic power
dissipation due to several sources. Short dashed lines, valve closed; long
dashed lines, valve open.

FIG. 11. The calculated energy efficiency of the gas-diode pump as a func-

tion of «5Ṁ /rmuU1u andb5(K22K1)/(K21K1).
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changers. However, engineering design based on the ideas
presented here is already showing ways to reduce the acous-
tic power consumption without compromising simplicity.45

The steady flow created by gas diodes in a resonant loop
can be detected by its effect on the acoustic wave and on
time-average pressure, as well as by the heat that it carries.
The quasi-steady approximation yields results in rough
agreement with such measurements. However, many inter-
esting fundamental questions and areas for further research
remain. The mutual influence of turbulent mean and oscilla-
tory flows is a theoretical and experimental challenge; the
quasi-steady approximation used here is clearly inadequate.
Near the diodes, dense arrays of better pressure transducers
will illuminate interesting physics of vortex rollup, dissipa-
tion, and pressure recovery at the small end of the diode and
will answer very basic questions such as what angle suffices
to prevent separation in the cone for flow out of the large end
of the diode. Also, details of the three-dimensional mean and
oscillatory velocity fields in the mixing chamber, and the
associated dependence of temperature on position and time,
promise to be very interesting to explore and to understand
in a way that leads to uniform heat transfer to or from the
face of a stack or regenerator.
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APPENDIX: QUASI-STEADY APPROXIMATION WITH
REYNOLDS-DEPENDENT FRICTION FACTOR

To account for superimposed turbulent steady flow and
turbulent oscillatory flow in a pipe of diameterD and cross-
sectional areaS in the quasi-steady approximation, the de-
pendence of the Moody friction factorf M on velocity should
be taken into account.

If the volume flow rateU and hence the Reynolds num-
ber NR vary sinusoidally in time, without an additive con-
stant, then the instantaneous friction factorf M(t) has a com-
plicated time dependence, which has been approximated23,33

by using a Taylor-series expansion around the peak Reynolds
numberuNR,1u

f M~ t !. f M1
d fM

dNR
uNR,1u~ usinvtu21!, ~A1!

whered fM /dNR and f M on the right side are evaluated at the
peak Reynolds number. Integrating the instantaneous power
dissipation over a full cycle yields the time-averaged dissi-
pation of acoustic power per unit length arising from
1
2 Re@(dp1 /dx)Ũ1#

dĖ

dx
52

2rmuU1u3

3pDS2 F f M2S 12
9p

32D uNR,1u
d fM

dNR
G , ~A2!

where f M andd fM /dNR are evaluated at the peak Reynolds
numberuNR,1u. ~Note thatd fM /dNR is negative.!

It is straightforward to extend this approach to the
present case of superimposed steady and oscillatory flow, for
which

U~ t !5Ṁ /rm1uU1usinvt. ~A3!

The time-dependent friction factor is written as

f M~ t !. f M ,max1
d fM

dNR

NR,maxS uṀ /rm1uU1usinvtu

uṀ /rmu1uU1u
21D ,

~A4!

where f M ,max and d fM /dNR are evaluated at the maximum
Reynolds number

NR,max5
~ uṀ /rmu1uU1u!Drm

Sm
. ~A5!

Then the instantaneous pressure gradient is taken to be

dp

dx
56 f M~ t !

rm

2D

@U~ t !#2

S2 ~A6!

with the sign chosen so that the pressure gradient opposes
the flow at that instant. The time-averaged pressure gradient
is obtained by evaluating

dp2,0

dx
5

v

2p E
0

2p/v dp

dx
dt ~A7!

and the dissipation of acoustic power per unit length is ob-
tained by evaluating

dĖ

dx
5

v

2p E
0

2p/v dp

dx
uU1usinvt dt. ~A8!

The integrations are performed piecewise between the zero
crossings ofU(t) if they exist, as in Eqs.~8! and~17!. With
«5Ṁ /rmuU1u, the results are

dp2,0

dx
52sign~«!

Ṁ2

2rmDS2 F S 11
1

2«2D f M ,max2
2«222u«u11

2«2~11u«u!
d fM

dNR
NR,maxG , u«u>1 ~A9!

52sign~«!
Ṁ2

2rmDS2 F ~112«2!sin21u«u13u«uA12«2

p«2 f M ,max

1
pu«u~3/21«2!23u«u~11u«u!A12«22~11u«u!~112«2!sin21u«u

p«2~11u«u!
d fM

dNR
NR,maxG , u«u<1 ~A10!
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and

dĖ

dx
52

rmuU1u3

2DS2 F u«u f M ,max

1
~322u«u!~122u«u!

8~11u«u!
d fM

dNR
NR,maxG , u«u>1 ~A11!

52
2rmuU1u3

3pDS2 H F S 11
«2

2 DA12«21
3

2
« sin21 «G f M ,max

2F S 11
«2

2 DA12«21
3

2
« sin21 «2

9p

32

114«2

11u«u G
3

d fM

dNR
NR,maxJ , u«u<1. ~A12!

Equations~A9!–~A12! reduce to Eqs.~13!, ~14! and ~18!–
~20! for d fM /dNR50 if f M dx/D is associated withK.
Equation~A12! reduces to Eq.~A2! if «50.

Viscous power dissipation can be written asdĖ/dx5
2r nuU1u2/2, wherer n is the resistance per unit length, sug-
gesting that Eqs.~A11!–~A12! should be expressed as

r n,turb5
rmuU1u

DS2 F u«u f M ,max

1
~322u«u!~122u«u!

8~11u«u!
d fM

dNR
NR,maxG , u«u>1

~A13!

5
4rmuU1u
3pDS2 H F S 11

«2

2 DA12«21
3

2
« sin21 «G f M ,max

2F S 11
«2

2 DA12«21
3

2
« sin21 «2

9p

32

114«2

11u«u G
3

d fM

dNR
NR,maxJ , u«u<1. ~A14!

When this is compared to the equivalent result for laminar
flow in the boundary-layer approximation,33 it is apparent
that this model of turbulence multiplies the power dissipation
dĖ/dx and the resistance per unit length by a factor

m5
dnNR,max

4D F u«u f M ,max

1
~322u«u!~122u«u!

8~11u«u!
d fM

dNR
NR,maxG , u«u>1 ~A15!

5
dnNR,max

3pD H F S 11
«2

2 DA12«21
3

2
« sin21 «G f M ,max

2F S 11
«2

2 DA12«21
3

2
« sin21 «2

9p

32

114«2

11u«u G
3

d fM

dNR
NR,maxJ , u«u<1. ~A16!

At low enough velocities,m→1; at lower velocities the flow
is laminar. Them51 boundary between the laminar and tur-
bulent zones occurs roughly at

uNR,maxu.2000 for D/dn,4, ~A17!

uNR,maxu
D/dn

.500 for D/dn.4. ~A18!
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microstructures. Applications in acoustics
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The paper contains an analysis of the viscous damping in perforated planar microstructures that
often serve as backplates or protecting surfaces in capacitive microsensors. The focus of this work
is on planar surfaces containing an offset system of periodic oval holes or its limit cases: a system
of circular holes or of slits. The viscous damping is calculated as the sum of squeeze film and the
holes’ resistances. The optimum number of holes is determined which minimizes the total viscous
damping for a given percentage of open area. Graphs and formulas are provided for designing these
devices. In the case the open area is higher than 15% the numerical results show that the influence
of the holes’ geometry~circular or oval! has a slight influence on viscous damping. As the planar
structures containing oval holes assure a better protection against dust particles and water drops,
they should be preferred in designing protective surfaces for microphones working in a natural
environment. The obtained results also can be applied in designing other MEMS devices that use
capacitive sensing such as accelerometers, micromechanical switches, resonators, and tunable
microoptical interferometers. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1798331#

PACS numbers: 43.38.Bs, 43.38.Ks@AJZ# Pages: 2939–2947

I. INTRODUCTION

The work of electrostatic transducers is based on the
capacitive detection principle. Hence, two important parts of
such a device are the diaphragm, in the case of microphones,
or the proof mass in the case of accelerometers, and the
backplate electrode. The small space between these elements
is filled with fluid ~air!. This system of plates with the asso-
ciated air layer between them will be referred to as a planar
microstructure. On the other hand, in order to protect the
diaphragm from external damages a certain perforated planar
microstructure~for example, some gratings! may be placed
in the front of the microphone at small distance from the
diaphragm. In some design solutions a single perforated pla-
nar microstructure is used for both functions.

The gas flow between the closed parallel plates causes
viscous and inertial forces. These forces decrease the micro-
phone performance due to the noise associated with them,
and their simulation is important in predicting the device
behavior. The aim of such a simulation is to design a planar
microstructure which maximizes the capacitance and pen-
etration of sound waves and minimizes the parasitic fluid
action ~the viscous damping!. In the case of membrane
damping of the electrostatic transducer~sensor, microphone!,
the number of holes must determine the optimal required
damping due to viscous losses in the air gap needed to obtain
a flat frequency response.

The fluid dynamics can be described in terms of classi-
cal Navier–Stokes equations for an incompressible fluid. The
special geometry of the problem, namely the small space
between the plates~squeeze-film flow!, yields some simpli-
fications of the equations similar to the lubrication approxi-

mation in classical hydrodynamics. Thus, the effect of the
inertial terms, other than the time derivative of velocities, is
negligible. The basic equation resulting from this analysis is
a Poisson equation; the source term contains a factor charac-
terizing the frequency dependence, another one depending
upon geometry, and also the normal velocity of the dia-
phragm.

This analysis provides first the squeeze-film damping of
the microstructure. In order to decrease the viscous damping
we consider a repetitive pattern of holes on the backplate,
each of them having its own domain of influence~also called
a ‘‘cell’’ !. In most applications the holes are considered
circular.1 The simulation in this case is simpler and in certain
applications it gives the desirable data to be used for design
purpose. An approximate formula for squeeze-film damping,
for this situation, was obtained by means of some hydraulic
considerations by Sˇkvor.2 Our studies revealed that other
geometrical shapes of the holes can be used, such as ellipses
and ovals. It is shown that the use of noncircular shapes of
the holes can provide a reduction in damping for the same
percent open area. As the elongated ovals~and the slits as a
limit case! are more likely to be obtained technologically and
can be used also for protecting purposes, in this paper we
shall focus on the study of the viscous damping in this type
of geometry of the planar microstructures.~In fact, a planar
structure involving slits was used previously in3 designing
accelerometers.!

When the squeezing film and plate thicknesses are com-
parable, as is the case of the surface-micromachined planar
microstructures, introduction of each new hole is associated
with a ‘‘hole resistance’’ which is added to the squeeze-film
damping.4 The calculation of the hole resistance is obtained
by modeling the flow in a hole as a Poiseuille flow in a pipe,
described again by a Poisson equation for velocity. As the
two components of the total viscous damping have opposite

a!Permanent address: Institute of Mathematical Statistics and Applied Math-
ematics of Romanian Academy, Calea13 Septembrie #13, RO-76100, Bu-
charest, Romania. Electronic mail: homentco@binghamton.edu
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variations with respect to the increase of number of holes,
there is an optimum number of holes which assures an equi-
librium between squeeze-film damping and holes resistance
which provides a minimum to the viscous damping coeffi-
cient.

The developed method is applied, first, to the case of
circular holes. The case of microplanar structures containing
slits is considered in Sec. IV. In both cases there are analyti-
cal asymptotic formulas for squeeze-film damping, the holes
resistance, and the optimum number of holes, assuring a
minimum viscous damping for the microstructure. In Sec. V
the case of planar microstructures having a repetitive pattern
of oval holes is considered. The formulas for squeeze-film
damping and the holes resistance involve two coefficients
which have to be determined numerically by solving two
boundary-value problems for Poisson’s equations. By an op-
timization technique, formulas are obtained giving the opti-
mum number of oval holes and the associated minimum
value of the total damping coefficient. These formulas con-
tain two numerical coefficients,N* andB* , depending only
upon the holes’ geometry. The numerical results show that
while for small values of the ratio of the open area to the
total area, AR, all geometrical parameters of the assigned
oval pattern are important in determining the coefficient,B* ,
entering in minimum viscous damping, in the case AR.0.15
this coefficient depends mainly upon the area ratio of the
pattern. The coefficient,N* , entering into the expression for
optimum number of holes, is sensitive also to the other geo-
metrical parameters. Hence, it is possible that in the case of
elongated holes the geometrical parameters other than AR
may be used for optimizing the structure based on other cri-
teria such as the number of holes, mechanical resistance, and
penetration of sound waves. Particularly, in the case of mi-
crophones working in a natural environment, it is likely that
a microplanar structure having oval holes will work better as
a protecting surface against dust particles and water drops
than a planar surface having circular holes.

The analysis of this paper is directed mainly to the
acoustical domain. The results also can be used for designing
purposes of MEMS in other applications such as
accelerometers,3,5–7 micromechanical switches,8 various
resonators,9 and tunable microoptical interferometers.10

II. SQUEEZE-FILM DAMPING

In order to study the viscous squeeze-film damping on a
microphone, we model the air in the gap between the dia-
phragm and backplate~or between the diaphragm and the
protecting structure! as an incompressible viscous gas. We
refer the motion of the fluid at a Cartesian system whose
origin is halfway between the plates average position and the
xOy plane is parallel to the backplate surface.

A. Equations of the fluid dynamics

The complete system of equations for describing the
motion of an incompressible viscous fluid consists of the
continuity equation and the Navier–Stokes equations

“"v50, ~1!

rS ]v

]t
1~v"“ !vD5rg2“p1m¹2v, ~2!

wherer is the density,m is viscosity,p the pressure,v de-
notes the velocity field, andg is the gravity acceleration.

In the case of simple harmonic oscillations~of v-angular
frequency!, we have

p5pve2 ivt, v5vve2 ivt,
]p

]t
52 ivp.

The system of equations~1! ~2! becomes

“"vv50, ~3!

2 ivrvv1r~v"“ !vv5rgexp~ ivt !2“pv1m“

2vv .
~4!

We consider now dimensionless variables. As the do-
main in our case is the narrow air gap between the dia-
phragm and backplate, we will use different scales on thex,
y, andz directions

x5L0x8, y5L0y8, z5d0z8,

vvx5V0vx8 , vvy5V0vy8 , vvz5eV0vz8 ,

pv2paeivt5P0p8,

d0 being the distance between the plates at equilibrium,L0 a
characteristic length of the plane domain,V0 a reference ve-
locity, ande5d0 /L0 a small parameter. We drop the primes
and try to remember that we are now working in dimension-
less variables. To the lower order ine we obtain the equa-
tions corresponding to the lubrication approximation12

]vx

]x
1

]vy

]y
1

]vz

]z
50, ~5!

]2vx

]z2
1 iK 2vx5

]p

]x
, ~6!

]2vy

]z2
1 iK 2vy5

]p

]y
, ~7!

]p

]z
50. ~8!

We have denoted

P05
mV0L0

d0
2

, K5d0Ar0v

m
. ~9!

B. The boundary conditions for the velocity

Since we consider the gas as a viscous fluid, the appro-
priate boundary condition is the sticking of fluid particles to
the solid walls. Hence, in dimensionless variables the bound-
ary conditions on the solid walls~the membrane and the
backplate! have the form

vx~x,y,6 1
2!50, vy~x,y,6 1

2!50, ~10!

vz~x,y,2 1
2!50, vz~x,y, 1

2!5w. ~11!
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By w we denote theOz component of the velocity of the
diaphragm, assumed a known quantity.

C. The representation of the velocity field

Equation~8! shows that within the lubrication approxi-
mation the pressure is constant across the gap depending
only onx andy. Therefore, Eqs.~6! and~7! can be integrated
and the integration constants can be determined by using the
boundary conditions~10!. There results

vx~x,y,z!5S cosS ~11 i !

A2
KzD

cosS 11 i

2A2
K D 21D i

K2

]p

]x
, ~12!

vy~x,y,z!5S cosS ~11 i !

A2
KzD

cosS 11 i

2A2
K D 21D i

K2

]p

]y
. ~13!

Equation~5! becomes

]vz

]z
5S 12

cosS ~11 i !

A2
KzD

cosS 11 i

2A2
K D D i

K2 S ]2p

]x2
1

]2p

]y2D .

The componentvz results by integrating this equation
and using the first condition~11!

vz5S z1
1

2
2

sinS ~11 i !

A2
KzD

S ~11 i !

A2
K D cosS 11 i

2A2
K D

2

tanS ~11 i !

2A2
K D

S ~11 i !

A2
K D D i

K2 S ]2p

]x2
1

]2p

]y2D . ~14!

Thus, we succeed in obtaining a representation of the
velocity field of the air in the gap by means of the pressure
function, which is the main unknown function of the prob-
lem.

D. The pressure equation

From the second of Eqs.~11!, on the upper plate,z
51/2, the velocity componentvz equals the valuew defined
by the motion of the diaphragm. Thus, the relationship~14!
yields the equation for the pressure field in the form

]2p

]x2
1

]2p

]y2
512Mw, ~15!

where we have denoted

M5
i

12
K2S tanS ~11 i !

2A2
K D

~11 i !

2A2
K

21D 21

.

Equation~15! is a Poisson-type equation. The frequency en-
ters only in the right-side term by means of the parameterM.
This will give the same dependence upon frequency for the
pressure and also for the forces resulting by pressure integra-
tion.

In the case of small values ofK, a series expansion
yields

M512
id0

2r0v

10m
1OS K4

100D .

A simple dimensional analysis reveals that for the case of air
and frequencies between 100 Hz and 20 kHz the valueM
51 is a very good approximation.

E. Boundary conditions for the pressure

We suppose that on the backplate there is a periodic
system of holes, as shown in Fig. 1, and define a cellC as the
space occupied by a hole and its surrounding web space~the
plane region where the hole is collecting the flow!. By Dh we
denote the domain of the hole and byD the domain of the
cell corresponding to the plate region (D5C2Dh), and, fi-
nally, D8 is the domain resulting fromD by similarity trans-
formation given by the scaling relationship.

On the holes we have the atmospheric pressure. This
gives the condition

p50, ~16!

on the rimCD of the holes. In the case we consider also the
holes resistance—the pressure on the rim of the hole equals a
constant~unknown! valuep1 .

FIG. 1. The cell corresponding to a regular web of circular holes and its
equivalent circular cell.
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In order to avoid considering a boundary-value problem
for the plane domain external to the infinite number of holes,
we will take advantage of the condition on the symmetry
lines. Also, on the all symmetry lines for the pressureCN in
the xOy plane we have the condition

]p

]n
50. ~17!

F. Example: Squeeze-film damping for the circular
cells

We consider, for the beginning, the case where the do-
main D is an annulus ofr 1,r 2 radii. We takeL05r 2 and
denoter 05r 1 /r 2 . Equation~15! becomes, in polar coordi-
nates

1

r

]

]r S r
]p

]r D512Mw, for r 0,r ,1, ~18!

and the associated boundary conditions can be written as

p~r 0!50,
]p

]r
~1!50. ~19!

The solution of Eq.~18! satisfying the conditions~19!
can be written as

p~r !512MwS r 2

4
2

r 0
2

4
2 lnA r

r 0
D .

We have also

E E
D8

p dxdy512pMwS 3

8
2

r 0
2

2
1

r 0
4

8
1

1

2
ln r 0D .

Finally, the force on the basic domainD can be written
as

Fc512
pmr 2

4

d0
3

M S 1

2 S r 1

r 2
D 2

2
1

8 S r 1

r 2
D 4

2
1

2
ln

r 1

r 2
2

3

8Dwphys. ~20!

In the case of small values ofK in Eq. ~9! ~this means in fact
for not very high frequencies!, the resulting expression coin-

cides with the formula given by Skˇvor in Ref. 2

FS5
12pmr 2

4

d0
3 S 1

2 S r 1

r 2
D 2

2
1

8 S r 1

r 2
D 4

2
1

2
ln

r 1

r 2
2

3

8Dwphys

~21!

1. Remark

The obtained formulas for an annulus do not directly
represent the array of holes typically used in designing a
backplate. It is still possible to consider the external circle as
an approximation of a regular hexagon (of the same area)
and as a result, formula (21) can be used in the case of
circular holes uniformly located in the corners of some
squares or regular triangles for approximate calculation of
the force FS over an elementary cell.

III. THE HOLES’ RESISTANCE

Some differences have been reported between the theo-
retically determined values of the viscous damping and the
experimentally measured values.11 One source of the errors
is considered as being the zero-pressure condition on the rim
of the holes. In the case where the thicknessh of the back-
plate is comparable to the gap thicknessd0 , the resistance of
the holes becomes an important component of the total vis-
cous damping.

A. The general case

In order to determine the ‘‘holes’ resistance’’ we assume
a constant pressurep1 along the upper edge of the hole and
model the motion in the hole as a Poiseuille flow in a pipe
driven by the pressure gradient

]p

]z
52

p1

h
.

In this case the only nonvanishing component of velocity is
vz ,12 and we can write the equation

Dvz5
p1

mh
in Dh, ~22!

with the Dirichlet-typeboundary condition

vz50, along CD . ~23!

The rate of flow in the domainDh can be written as

Q[E E
Dh

vz~x,y!dxdy5
p1

mh
AhQ0,

where Ah is the area of the domainDh, and Q0 being a
coefficient determined only by the geometry of the hole.

By equating this rate of flow with the air leaving the
space between the diaphragm and backplateQs5Awphys ~by
A we have denoted the area of the domainD!, there results
the value of the pressurep1 as

p15
mhA
AhQ0

wphys.

Now, the supplementary forceFh for the cellC, due to hole
resistance, can be written as

Fh5
mhA2

AhQ0
wphys. ~24!

B. Example: The case of circular holes

In the case of a circular hole ofr 1—radius, Eq.~22!
becomes

1

r

d

dr S r
dvz

dr D5
p1

mh
, for 0<r ,r 1 .

The solution satisfying the condition~23! is

vz~r !5
p1

4mh
~r 22r 1

2!,

and, correspondingly, the rate of flow can be written as
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Q5
pp1

8mh
r 1

4.

In this case there resultsQ05r 1
2/8 and, correspondingly, the

supplementary force for a cell is

Fh58pmh
r 2

4

r 1
4

wphys. ~25!

C. The optimum number of circular holes

Let us denote byN the number of circular holes of a unit
of areau2. Then, we have

pr 2
2N5u2, r 1

2/r 2
25AR.

By considering the formulas~21! and ~25! for the squeeze-
film damping over a cell and the hole resistance, we can
determine13 an optimum number of holes for a given value of
AR, which assures an equilibrium between squeeze film and
holes resistance

Nopt5A 3

2hd0
3

~AR!

p F1

2
~AR!2

1

8
~AR!2

2
1

4
ln~AR!2

3

8G1/2

u2,

and the associated minimum value of the total damping co-
efficient B5F/wphys as

Bmin5
8A6m

~AR!
A h

d0
3 F1

2
~AR!2

1

8
~AR!2

2
1

4
ln~AR!2

3

8G1/2

u2.

In the next sections we shall extend these results for two
different geometries of the holes: the case of the slits be-
tween solid strips and the case of oval holes.

IV. THE CASE OF PLANAR MICROSTRUCTURES
CONTAINING SLITS

In some cases for protection of microphones planar mi-
crostructures containing periodic slits can be used, i.e., the
limit case of holes as long gaps between rectilinear strips.
This type of structure can also be used as the second elec-
trode in the case of condenser microphones. In fact, planar
microstructures containing parallel slits have been used for
fabricating micromachined capacitive accelerometers.3

We consider the geometry in Fig. 2 containing a periodic
structure of 2L0—width strips separated by 2r—wide slits.

A. The squeeze-film damping

In the case where the domainD is a strip parallel to
Ox2axis, 0,y,L0 , we takeL0 as the reference length.
Equation~15! becomes

d2p

dy2
512Mw, 0,y,1. ~26!

The boundary conditions become

p~1!50, ~27!

dp

dy
~0!50. ~28!

The solution of Eq.~26! satisfying the boundary conditions
~27!, ~28! is

p~x!56M ~y221!w.

The force on a rectangle ofL—length of the strip can be
obtained by integration in the form

Fs58MmL
L0

3

d0
3

wphys. ~29!

B. The slit’s resistance

Equation~22! becomes in this case

d2vz

dy2
5

p1

mh
, L0,y,L012r , ~30!

with the boundary conditions on the slit sides

vz~L0!50, vz~L012r !50. ~31!

Then, the solution of Eq.~30! satisfying the conditions~31!
can be written as

vz~x!5
p1

2mh
~y2L0!~y2L022r !.

The rate of flow corresponding to this velocity on a section
of lengthL of the slit is

Q5
2p1r 3

3mh
L.

There resultsQ05r 2/3 and formula~24! yields the hole~slit!
resistance as

Fh5
6mh~L01r !2

r 3
Lwphys. ~32!

C. Optimal strip thickness and designing
relationships

The total mechanical resistance on a backplate strip~of
L width! due to viscosity can be obtained by adding the
resistance due to sqeezing film~29! with the slit resistance
given by formula~32!

FIG. 2. A microstructure containing slits.
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R5S 8L0
3

d0
3

16~L01r !2
h

r 3D mL. ~33!

We denote now byN the number of the slits on a unit length
u and by AR the area ratio of the plate. Therefore

L01r 5
u

2N
, ~34!

r 5u
~AR!

2N
. ~35!

Formula~33! gives the damping coefficientB on L—width
of the backplate, as

B[NR5mLS ~12~AR!!3

d0
3

u3

N2
1

12h

~AR!3

N2

u D .

This expression has a minimum value

Bmin54A3mS 12~AR!

~AR D 3/2A h

d0
3

Lu,

corresponding to the value ofN

Nopt5
@~AR!~12~AR!!#

A4 12hd0
3

3/4

u. ~36!

The relationship~36! determines the optimum number of
parallel slits in terms of the area ratio AR, backplate thick-
nessh, and average distanced0 between backplate and dia-
phragm. OnceNopt is determined the relationships~34! and
~35! provide the optimum strip and slit widths

Lopt5
12~AR!

2Nopt
u

r o5
~AR!

2Nopt
u.

1. Example

Let us consider as an example: u51 mm, AR50.2, d0

50.005 mm,h50.004 mm.There results

Nopt529/mm, Lopt50.014 mm,

r opt50.0035 mm, L51 mm,

Bmin
0 50.178531023 Ns/m.

V. NUMERICAL SIMULATION OF VISCOUS DAMPING:
THE CASE OF OVAL HOLES

A. The squeeze-film damping in the case of periodic
oval holes

We consider the backplate structure in Fig. 3~a!. It con-
sists of a periodic pattern of offset oval holes.~By oval we
mean the geometrical form of a rectangle with two half-
circles ofr radius added to smaller sides.! The basic domain,
D, we are using to determine the pressure is also shown in
Fig. 3~a! and the corresponding canonical domainD8 result-
ing from D by similarity transformation given by the scaling
relationship, is also drawn in Fig. 3~b!.

We take as the scaling length the distanceL0 between
two neighbor rows of holes. Consequently, we have in the
domain D8, C8E851, and denote:A8C85a18 , A8B85a8,
A8F85r 8, r 8L05r . We denote again by AR the area ratio of
the plate~the fraction of the hole area to the cell area!, and
hence

4r ~a2r !1pr 25~AR!A.

The physical pressure in domainD can be obtained by
considering the physical variables in Sec. II A and equation
in Sec. II D

pphys~x,y!5212
mL0

2

d0
3

p̂S x

L0
,

y

L0
Dwphys.

p̂(x,y) denotes the solution of the boundary-value problem

D p̂~x,y!51, in D8, ~37!

p̂~x,y!50 on CD8 ,
~38!

] p̂~x,y!

]n
50 on CN8 .

Here,CD8 is the part of the boundary of the domainD8 where
the pressure is known~the rim of the holes! andCN8 the part
of the boundary-containing segment of symmetry lines.

The viscous force on a cell given by the squeezing-film
damping can be expressed as

Fcell
S 524m

L0
4

d0
3

Ma18Cpwphys, ~39!

where the pressure coefficientCp has the expression

Cp52E E
D8

p̂~x8,y8!dx8dy8Y E E
D8

dx8dy8. ~40!

Thus, the determination of the squeezing-film damping on a
cell requires the solving of the boundary-value problem~37!
and ~38! and calculation of the pressure coefficientCp by
using formula~40!.

FIG. 3. ~a! An uniform offset system of oval holes.~b! The basic domain
corresponding to the planar microstructure in~a!.
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B. The resistance of oval holes

In order to determine the oval holes’ resistance we con-
sider the domainD0 in Fig. 4 corresponding to a quarter
fraction of hole, scaled by the widthr. In this case the rate of
flow through the hole can be obtained as

Q5E E
Dh

vz~x,y!dx dy5
p1

mh
r 2AhQ0S a

r D , ~41!

whereAh is the area of an oval hole andQ0 is

Q0S a

r D52E E
Dh0

v̂z~x8,y8!dx8dy8Y E E
Dh0

dx8dy8.

~42!

The functionv̂z(x,y) is the solution of the Poisson equation

D v̂z~x,y!51, in Dh0, ~43!

satisfying the boundary conditions

v̂z~x,y!50, along F0H0B0,

] v̂z

]x
50, along F0A0, ~44!

] v̂z

]y
50, along A0B0.

Now, the supplementary force due to the oval hole re-
sistanceFh can be written as

Fh5
mhA2

r 2Q0~a/r !Ah
wphys. ~45!

The functionQ0 has been determined numerically. We pre-
ferred a finite element approach in an effort to use programs
familiar to the solid mechanics researchers. In order to model
the Poisson’s equation we usedANSYS 2D steady heat-
transfer elements. Thus, by solving numerically the
boundary-value problem~43!, ~44!, and computing the inte-
gral in ~42!, there results the function plotted in Fig. 5. The
two limit cases have definite physical meanings: fora5r we
have the case of circular holes in which caseQ051/8, while
for a→` we obtain the slit case whereQ051/3 as in Secs.
III B and IV B.

C. The optimal number of oval holes for a planar
microstructure

Adding the squeeze-film damping with the oval hole re-
sistance results in the total viscous force on a cell in the form

Fcell
T 5S 24mL0

4Ma18

d0
3

Cp1
mhA2

r 2Ah

1

Q0~a/r !
D wphys.

Let us now denote byN the number of holes of a unit of area
u2. Then we have

A5
u2

N
, Ah5~AR!•A, A52a18L0

2

1

r 2
5

2a82

a18~AR!2u2
R2N, k[

a8

a18
,

R[11A12
42p

2

a18

a82
~AR!.

The total force onu2 area results in the form

FT5S 6MCp

a18d0
3

u4

N
1

2ha82

a18

R2

~AR!3Q0~a/r !
ND mwphys.

The total viscous damping force has a minimum value for
N5Nopt

Nopt5
1024AMu2

Ahd0
3

N* . ~46!

The corresponding damping coefficientBmin5Fmin
T /wphys can

be written as

Bmin5A48hM

d0
3

mu2B* . ~47!

The numerical coefficientsN* and B* depend only on the
geometry of the oval holes

N* 5
A3Cp~AR!3Q0~a/r !

a8R
104, ~48!

B* 5
a8

a18
A Cp

~AR!3Q0~a/r !
R. ~49!

FIG. 4. The domainD0 considered in determination of the resistance of the
oval holes.

FIG. 5. The functionQ0 for determining the viscous resistance of the oval
holes.
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D. Numerical results and designing relationships

The formulas~48! and~49! for determining the numeri-
cal coefficientsN* and B* have been applied for certain
hole geometries described by the dimensions of the domain
D* : m[a18 , k[a8/a18 , and for a sequence of values of area
ratio AR between 0.08 and 0.4.

The boundary-value problem~37! and ~38! has to be
solved many times; this is why we preferred a more efficient
complex variable boundary element method14 which is doing
all the computation only on the boundary curve.

The graphs of the coefficientsB* andN* are presented
in Figs. 6~a! and~b!, respectively. It is evident that for small
values of the area ratio all the geometrical parameters of the
oval pattern are important in determining the minimum value
of viscous damping coefficient. In the case AR.0.15 the
variation of the coefficientB* with k is very slow. Therefore,
the value of this coefficient can be adjusted by choosing the
proper value of hole area ratio AR. On the other hand, the
coefficient N* is very sensitive to values ofk; thus, it is
possible by choosing this parameter properly to obtain a per-

FIG. 6. ~a! The numerical coefficientB* for calculating
the minimum damping coefficient for several dimen-
sions of the basic domain~m! and holes~k!. ~b! The
numerical coefficientN* for determining the optimum
number of holes for several dimensions of the basic
domain~m! and holes~k!.
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forated planar microstructure satisfying other designing de-
mands.

The presented graphs involve only the geometrical pa-
rameters of the oval holes: AR,m5a18 , k5a8/a18 . Conse-
quently, they can be used for calculating the damping coef-
ficient and the optimum number of holes for different
distances between plates, backplate thicknesses, frequencies,
and viscosities.

Once the values of the parameters AR,a18 , anda8 are
decided~and implicitly the values of numerical coefficients
B* andN* ), the number of holes is given by the relationship
~46! and the physical dimensions of the cell by formulas

b1o5
u

A2a18Nopt

,

a1o5a18b1o , ao5a8b1o ,

r o5
2ao

42p S 12A12
~22p/2!~AR!u

aoNopt
D .

VI. CONCLUSIONS

In the case of small area ratio the optimal geometry of
the holes of planar microstructures is determined by all the
geometrical parameters of the structure.

For AR.0.15 the influence of the other geometrical pa-
rameters other than AR on the damping coefficient is very
slight. Therefore, it is possible to adjust the holes pattern to
fulfill other designing criteria as number of holes, structure
resistance, penetration of sound waves, etc. For example, a
protecting surface having oval holes rather than circular ones
will be more appropriate for protecting a microphone dia-
phragm against dust particles and water drops.

The designing formulas in the case of oval holes contain
the constantsB* andN* depending only on the geometry of
the holes. These coefficients can be computed by solving the
Poisson’s equation~with certain mixed boundary conditions!
by using the appropriate software. Otherwise, the coefficients
can be evaluated by using the graphs provided in the paper.
OnceB* andN* are determined, the total viscous damping
and the optimum number of holes can be obtained for vari-

ous backplate thicknesses, distances between plates, frequen-
cies, and viscosities.
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Many works have been devoted to the estimation of cross-talk effects in one-dimensional ultrasound
probes. The main aspect limiting the interest of these works concerns the lack of control of the
electrical boundary conditions applied to the array which may dramatically affect the results of
cross-talk measurements. In this paper the concept of mutual admittances is recalled. Computations
based on a periodic finite-element analysis are performed, jointly to measurements of cross talks in
the case of a 1-3 connectivity piezoelectric composite. Quantitative comparisons show the capability
of the proposed approach to predict almost all the contributions experimentally observed in a large
frequency range. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1804631#

PACS numbers: 43.38.Hz, 43.38.Fx@AJZ# Pages: 2948–2955

I. INTRODUCTION

Ultrasound devices for medical imaging applications
and nondestructive evaluation are mainly based on multi-
periodic transducer arrays like piezoelectric~PZT!-based
composites.1 Recently, micromachined ultrasound
transducers2 have appeared as a potential competitor and an
alternative to the now-well-developed piezocomposite-based
ultrasound probes.

Due to their periodicities, ultrasound probes can exhibit
strong cross talks and parasitic modes, such as lateral modes
due to Bragg diffraction in piezocomposites, which are par-
ticularly undesirable, especially in phased arrays.3 Many
works have been dealt with in order to estimate cross-talk
effects and their influence on radiation patterns, and to re-
duce them by modifying the geometry of the array~for in-
stance, by adding undercuts! or the materials of such com-
plex transducers.4–6 However, the electrical boundary
conditions applied to the array, when measuring cross talks,
may significantly change the measurement results, since the
cells neighboring the excited one can be either short or open
circuited. In the same way, no rigorous theory has been
clearly addressed to calculate cross-talk levels in periodic
transducers. Whatever the electrical boundary conditions
adopted for cross-talk measurements, they must be reliable
and simple enough to comply with an efficient theoretical
description, so that cross-talk evaluation results can be rigor-
ously analyzed and interpreted, with the help of the theory.
Moreover, the model must be able to predict any contribution
of the vibrating structure to the electrical response of the
device. It means that it has to be used with no loss of gen-
erality.

In this paper we present a theoretical approach well
known in the surface-acoustic-wave domain, that introduces
the concept of harmonic and mutual admittances.7 This ap-
proach is combined with a multi-periodic finite-element
method to compute cross-talk levels in ultrasound
transducers.8 This approach is preferred to alternative meth-
ods based, for instance, on equivalent-homogenized-material
derivation9 for different reasons. First, the use of a periodic

finite-element analysis~FEA! was found appropriate to accu-
rately describe all the modes excited in the structure, and
more particularly those specifically due to the periodic nature
of the substrate. Second, the capability of deriving an opera-
tor relating all the voltages and the currents of the array to
each other allows for handling almost any electrical bound-
ary conditions, assuming the array is large enough to get rid
of mechanical edge conditions. The FEA is also preferred to
the plane-wave-expansion~PWE! method.10 Even if the pro-
posed work can be performed by the use of the PWE ap-
proach, since one computes the harmonic admittance of a
piezocomposite, the use of the FEA formulation allows one
to take into account complex geometries of real transducers,
and also propagation media such as backing or matching
layers surrounded by water.11,12

Although complete transducers can be studied with our
approach, the proposed work only concerns a 1-3 connectiv-
ity piezoelectric composite vibrating in air in order to dem-
onstrate the reliability of the method. In Sec. II, we general-
ize the concepts of harmonic and mutual admittances to bi-
dimensional arrays and we show their interest for the study
of real ultrasound probes. In Sec. III, we compute the har-
monic admittance of a 1-3 piezocomposite and we describe
modes guided by the structure. Measurements of mutual ad-
mittances are then performed according to the experimental
setup described in Sec. IV, and compared to computation
results in Sec. V.

II. BRIEF ELEMENTS OF THEORY

The concept of harmonic and mutual admittances was
first introduced in the case of surface-acoustic-wave
devices.7

Let us first consider the general case of an infinite bi-
periodic transducer array where all electrodes are grounded
except one, i.e.,

Vn,q5H Vm,pÞ0 for n5m and q5p

0 for nÞm or qÞp
. ~1!
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Indexesm, n, p, and q represent the coordinates of the
considered cell in the whole bi-dimensional array of elemen-
tary transducers, as represented in Fig. 1.

Figure 2 illustrates the simple case of a one-dimensional
periodic array where the potentialV0 of the cell 0 is fixed to
a nonzero value, whereas the other cells are grounded.

The mutual admittance between two electrodes,
ym2n,p2q , is defined by the ratioI n,q /Vm,p , yielding

I n,q5ym2n,p2qVm,p , ~2!

where I n,q is the electrical current flowing through the
(n,q) th grounded cell of the array andVm,p is the potential
applied to the (m,p) th cell according to Eq.~1!. Due to the
translation symmetry of the structure,ym2n,p2q only de-
pends on the difference betweenm and n, and p and q,
respectively.ym2n,p2q only depends on the distance between
the two considered cells and does not depend on their respec-
tive positions.

In the case of any potential distribution, the superposi-
tion theorem leads to

I n,q5 (
m,p52`

1`

ym2n,p2qVm,p . ~3!

Let us consider now a specific potential distribution, also
called harmonic excitation~in the space domain!, where the
phase varies linearly withm andp

Vm,p5V0 exp„2 j 2p~mg11pg2!…, ~4!

whereg1 andg2 are called excitation parameters; 2pg1 and
2pg2 are the phase differences applied between two neigh-

boring rows along the first and the second direction of the
array, respectively. As previously, one illustrates this specific
excitation with the simple case of a one-dimensional array in
Fig. 3.

It then can be derived

Vm,p5Vn,q exp~2 j 2p„~m2n!g11~p2q!g2!…. ~5!

The ratio betweenI n,q and Vn,q defines the harmonic
admittanceY(g1 ,g2), referring to the harmonic excitation
described in Eq.~4!.

Equations~3! and ~5! yield

Y~g1 ,g2!5
I n,q

Vn,q
5 (

m,p52`

1`

ym2n,p2q exp~2 j 2p„~m2n!g1

1~p2q!g2!…, ~6!

which can be rewritten as

Y~g1 ,g2!5 (
m,p52`

1`

ym,p exp„2 j 2p~mg11pg2!…, ~7!

wherem andp now represent the distance from each cell to
a reference cell, for instance, the cell~0,0!. The termsym,p

FIG. 4. Harmonic admittance considering the pathM2G2X2M corre-
sponding to the first Brillouin zone. The dashed lines correspond to the band
gap separating the S0 and S2 modes schemed on the left side of the plot. The
unit cell and the first Brillouin zone are also represented. Numbers 1–5
indicate modes for which the displacement field is represented in Figs. 5 and
6.

FIG. 1. Schematic diagram of a portion of an infinite bi-dimensional array.

FIG. 2. Electrical boundary conditions of a one-dimensional array for which
mutual admittances are defined.

FIG. 3. Potential distribution for the simplified case of a one-dimensional
array in the case of a spatially harmonic excitation.
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are the coefficients of the harmonic-admittance Fourier se-
ries. The inversion properties of the Fourier series allow one
to write

ym,p5E
0

1E
0

1

Y~g1 ,g2!exp„j 2p~mg11pg2!…dg1dg2 .

~8!

By computing the harmonic-admittanceY(g1 ,g2) we
are then able to obtain the mutual admittancesym,p , that
contain all information about the coupling due to every pos-
sible acoustic modes. The so-defined mutual admittances are
representative of cross-talk phenomena in a periodic struc-
ture. Moreover, by the use of the superposition principle of
Eq. ~3! that provides an algebraic system, we are able to
estimate the response of a transducer array to any electrical
excitation or load strategy, since nonactive elements of a

FIG. 5. ~a! Mesh of the elementary
cell and shapes of the S0 and S2

modes,~b! for g150.25 andg250 at,
respectively, 775 kHz~1 in Fig. 4! and
1300 kHz ~2 in Fig. 4!, and then~c!
for g1 andg2 equal to 0.25 at, respec-
tively, 920 kHz~3 in Fig. 4! and 1330
kHz ~4 in Fig. 4!. The phase of the
displacements along thex1 axis is in-
dicated in gray scale when computed.

FIG. 6. Shape of the lateral mode arising at 3.7 MHz, forg1 andg2 equal
to zero, corresponding to 5 in Fig. 4. The phase of the displacements along
the z axis is indicated in gray scale.
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transducer can be either short circuited, or open circuited, or
even loaded with an impedance, depending on whether they
are in emission or reception mode. One can consider a po-
tential excitation whereVn,q are fixed as desired, and subse-
quently the currentsI n,q have to be estimated since they
become the unknowns of the problem. Or one can consider a
current excitation, and the potentialsVn,q become the un-
knowns. Finally, one can impose an external electrical load
to each of the elements—for instance,Zext550 V—for
which an extra relation (Vn,q5ZextI n,q) allows one to solve
the problem.

The concepts of mutual and harmonic admittances can
be extended to any vibration field of the array, in particular to
normal displacements of the front side of an actual trans-
ducer. By computing mutual normal displacements, one ob-
tains the normal-displacement profile of the array when only
one element is excited. The real radiation pattern can then be
computed, which takes into account parasitic modes propa-
gating in the array and radiating in the propagation medium.
One can also compute the harmonic pressure and subse-
quently the mutual pressures generated by the transducer
front side in the propagation medium. The frequency spec-
trum ~in Pa/V! is then obtained with the mutual admittance
of the excited cell, also called auto admittance, and one can
see the effects of parasitic modes on the transducer band-
width.

In order to obtain harmonic quantities, whether it is the
admittance or displacements, we use a periodic finite-
element method able to simulate any complex multi-periodic
piezoelectric transducer, by meshing only one elementary
cell. This approach is described in Ref. 8. The finite-element
method allows one to take into account real complex geom-
etries of complete transducers, consisting of the piezoelectric
element, possible undercuts, and matching layers. Moreover,
media where the transducer radiates such as backing or water
can be taken into account thanks to a finite-element/
boundary-element method11,12 associated with the periodic-
Green’s-function formalism.13–15 The use of a sparse-matrix
solver16 makes the time consumption not prohibitive in spite
of the number of triplets (v,g1 ,g2) for which the admit-
tance is computed.

We apply the method to a 1-3 connectivity composite
vibrating in air, in order to demonstrate the reliability of the
approach by experimental assessment.

III. HARMONIC ADMITTANCE

Figure 4 shows the harmonic admittance computed in
the first Brillouin zone17 for a piezoelectric biperiodic com-
posite, considering the properties of the one experimentally
measured and described in the next section. This plot pro-
vides the evolution of the harmonic admittance versus the
excitation figures and then can be considered as the disper-
sion curve of the piezoelectrically coupled modes of the
composite. The interest of the first Brillouin zone is that, for
such a geometry of the unit cell, all the absolute band gaps of
the vibrating structure are exhibited in the dispersion dia-
gram.

The pointG corresponds to a synchronous excitation of
the whole array, i.e.,g1 andg2 are zero. At the pointX, g2

is still equal to zero butg1 is equal to 0.5. It means that two
adjacent rows along thex1 axis are in opposite phase. Be-
tweenG andX, a phase is introduced between two adjacent
rows, which varies linearly from 0 top.

One can first observe at about 1.6 MHz~for g1 andg2

equal to zero! the fundamental longitudinal mode also called

FIG. 7. Studied 1-3 piezo-composite and its electrode pattern on the top
side.

FIG. 8. Schematic diagram of the experimental setup for the measurement
of the mutual admittances, by the use of a network analyzer. Only the
grounding of cell 4 is represented knowing that all cells are grounded except
the excited cell and the probed cell.
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thickness mode. At lower frequencies, two specific modes
propagate in the structure when bothg1 andg2 are not equal
to 0 or 0.5. According to the notation of Ref. 18, these waves
are identified, by viewing the displacement fields, as the first
and third Lamb-like modes S0 and S2 . Figure 5 shows the
elementary-cell mesh and the S0- and S2-mode shapes for
g150.25 andg250 at 775 kHz~for the S0) and 1300 kHz
~for the S2), and forg1 andg2 equal to 0.25 at, respectively,
920 and 1330 kHz. In the caseg150.25 andg250, the gray
scale indicates for both modes the phase of the displacements
along thex1 axis, which conforms with the diagrams of the
two modes reported in Fig. 4. The location of the plotted
modes is indicated in Fig. 4 by numbers 1–4, respectively.
Moreover, the difference of material properties is clearly vis-
ible since the epoxy matrix is less rigid than the PZT rods.
When the composite vibrates according to the S2 mode, if
one considers the PZT rods only, it is as if they exhibit a
vibration comparable to a flexural mode along their thick-
ness, that generates the shear wave propagating in the plate.
Note that a second-degree interpolation is used in the finite-
element analysis and the inner nodes of the mesh elements
are not plotted.

In Fig. 4, a gap is then observed between the thickness-
mode frequency and 2.4 MHz. Above this latter frequency
many modes appear that have to be related to the so-called
lateral modes due to Bragg diffraction.19 Because of the
composite nature of the material, a lot of lateral modes arise

as well as their harmonics, more or less piezoelectrically
coupled, and it can be difficult to distinguish one lateral
mode from another, even by viewing their vibration shapes.
The third harmonic of the thickness mode, classically ob-
served for an homogeneous plate, does not exist any more in
that composite case if one considers a pure mode, because of
the energy conversion between the pure thickness mode, the
first lateral mode, and then the successively arising lateral
modes.

Figure 6 shows the vibration shape of the lateral mode
that appears at 3.7 MHz, and identified by number 5 in Fig.
4. That latter corresponds to the third harmonic of the well-
known first lateral mode where the corners of the unit cell
vibrate in opposite phase with the PZT-rod center and, what
is more, with a greater magnitude. One has to note that the
fundamental first and second lateral modes are located be-
tween 2.4 and 3 MHz, but they are not piezoelectrically
coupled enough to be visible in Fig. 4.

IV. EXPERIMENTAL SETUP

The studied transducer is a bi-periodic 1-3 connectivity
piezoelectric composite, consisting of PZT square-section
rods embedded in an epoxy matrix. The period is 600mm in
each direction. The PZT rods are 900mm thick and 445mm
wide, yielding a thickness-over-width ratio equal to 2.02.
The measured resonance frequency is about 1.6 MHz.

FIG. 9. Mutual admittances for~a! cells 1–3 and~b! cells 4, 7, and 9, calculated after computing the harmonic admittance;~c! and ~d!, corresponding
measured mutual admittances.
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In order to measure the mutual admittances, according to
the previous definition, we have patterned ten electrodes on
the top side of the metallized composite, corresponding to
ten elementary cells, as represented in Fig. 7.

The cell 0 is electrically excited by applying an har-
monic potential, the others being connected to the ground,
except the probed electrode. The remaining metallized sur-
face of the top side is also connected to the ground, in order
to comply with the mutual-admittance definition. As a con-
sequence, the electrode pattern allows one to probe each of
the ten unit cells. A network analyzer is then used to estimate
the transmission parameter between the excited and the
probed cell, as schematically represented in Fig. 8, providing
the so-called mutual admittance. The electrical-port imped-
ance of the network analyzer is 50V. Since the electrode
pattern is located in the middle of the top side and the com-
posite is large enough, the edge effects are expected to be
without influence.

V. RESULTS AND DISCUSSION

Figures 9~a! and 9~b! show the mutual admittances, de-
duced from the integration of the harmonic admittance@see
Eq. ~8!# computed for each value of the excitation parameters
g1 andg2 , and the angular frequencyv. Figures 10~a! and
10~b! are a close-up of the preceding curves between 0 and 3
MHz.

Figures 9~c! and 9~d! show the measured mutual admit-
tances, according to the experimental setup described above,
and to be compared with the computed ones. As for the com-
putation results, Figs. 10~c! and 10~d! are a close-up of Figs.
9~c! and 9~d!.

Finally, one plots in Fig. 11 the magnitude and the phase
of the measured mutual admittances for the three first neigh-
bors along thex1 axis and along the diagonal.

Below 1.1 MHz, one can observe contributions that
grow with frequency as a kind of continuum of modes. This
can be related to the contribution of the S0 mode. Since the
mutual admittances integrate all the excitation figures@by
definition, see Eq.~8!#, the S0 mode which exists from 0 to
1.1 MHz is responsible for these contributions. It appears
more coupled as frequency grows up, until it enters its Bragg
conditions, then much weaker contributions are noted. Fur-
thermore, this continuum of modes exhibits periodic ripples.
When propagating along the array, the S0 mode is submitted
to multiple partial reflections at the interfaces PZT resin, and
constructive or destructive interferences occur. A stronger
contribution is then observed at 1.35 MHz which corre-
sponds to the S2 mode. One can note that, between the S0

and S2 modes, there is a gap in which almost no mode arises
and that can be identified on the mutual admittances. The S2

mode is much localized in terms of frequency than the S0

mode, yielding larger responses on the mutual admittances
than the S0 does. The S0 and S2 contributions are evidenced

FIG. 10. Close-up of Fig. 9.
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in Fig. 11~a!. A large variation of the mutual admittances is
then observed, related to the fundamental longitudinal mode
~thickness mode!, and truncated in Fig. 10. At frequencies
above that modes, large contributions are observed from 3.5
MHz. Weaker contributions are found near 2.6 MHz. All
these contributions have to be related to the lateral modes,
especially the first and second ones for the 2.6 MHz contri-
butions. Lateral modes are due to Bragg diffraction when the
in-plane wavelengthl i becomes equal or smaller than the
period of the array. Because of the number of the lateral
modes and their harmonics and the fact that they superpose
themselves, one cannot deduce their contributions to mutual
admittances as easily as for the S0 and S2 Lamb-like modes.

Comparing computation and measurement results, one
obtains below 3 MHz a very good agreement between com-
putations and experiments. Above this frequency, the agree-
ment is not so significant, although computations give quali-
tatively good results. Many reasons can be invoked. First we
certainly have to refine the mesh to accurately simulate the
numerous lateral modes and their harmonics which take
place at frequencies above 2.4 MHz. Next, the material con-
stants of the PZT and the epoxy-based matrix are not easily
estimated with accuracy, and their losses are still more com-
plicated to investigate. Nevertheless, cross-talk levels are
well predicted qualitatively and quantitatively, especially
concerning the thickness mode and the Lamb-like modes
propagating in the array.

Finally, if one considers the thickness-mode frequency,
along the diagonal, the admittance magnitude decreases
regularly with a 10 dB loss between each cell. More unex-
pected is the variation of the magnitude for the cells 1–3.
The decrease is indeed not regular since the admittance of
cell 2 is greater than that of cells 1 and 3. Between the
excited cell and the neighboring cells 1 and 3, we have,
respectively, 25 and 30 dB, whereas the second cell is only
15 dB lower. This behavior is to be related to the frequency
nearness of the thickness mode and of the S2 Lamb-like
mode. When exciting one cell, this cell and the second neigh-
bor have principally a longitudinal vibration, whereas the
first and third neighbors exhibit a shear-wave behavior ac-
cording to the S2-mode shape, as represented in Fig. 12. This

FIG. 11. Measured mutual admittances in magnitude and phase for~a!-~b! cells 1–3 and~c!-~d! cells 4, 7, and 9, compared with the auto admittance of the
excited cell.

FIG. 12. Schematic diagram of the coupling between the thickness mode
and the S2 mode.
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kind of behavior is strongly dependent on the materials and
the dimensions of the array and does not systematically ap-
pear.

VI. CONCLUSION

We have adapted a one-dimensional approach, well
known in the surface-acoustic-wave domain, by introducing
the concept of harmonic and mutual admittances for a two-
dimensional periodic transducer. Comparison between ex-
periments and theoretical computations demonstrates the ef-
ficiency of the proposed approach.

We have computed the harmonic admittance and the
mutual admittances of a 1-3 connectivity piezoelectric com-
posite and estimated the contributions of modes propagating
in the structure to cross talks. Two Lamb-like modes propa-
gate at frequencies lower than that of the fundamental longi-
tudinal mode. Their influence on the mutual admittances is
well described by the model. Particularly, taking into account
the periodic nature of the array allows one for accessing
subtile properties of such a device, like band-gap behavior
and other particular spectral contributions. At higher fre-
quencies, many lateral modes due to Bragg diffraction propa-
gate in the composite. A reliable representation of such con-
tributions requires refined computations and a good
knowledge of material properties~particularly shear veloci-
ties and losses!. Finally, according to the theoretical ap-
proach, we have measured the mutual admittances for the
composite and shown the reliability of the method.

This work tends to demonstrate that the computation of
mutual quantities provides a reliable tool for the description
and furthermore the optimization of cross-talk effects in pi-
ezocomposite transducers and more generally in ultrasound
probes.
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The method of analytical-numerical matching~ANM ! is applied to several example problems
involving the radiation and vibration of a fluid-loaded cylindrical shell with structural
discontinuities. These problems are used to verify the accuracy of the method compared to a purely
numerical approach, and to demonstrate the usefulness of ANM for solving problems involving
nonaxisymmetric forcing and constraints on structures that are otherwise axisymmetric. The
principal advantage of the ANM method for this application is its ability to employ a spectral
method~modal decomposition in azimuth! in the solution of a problem that is nonaxisymmetric.
ANM divides the original problem into local and global subproblems that are solved separately. The
discontinuity is handled using a high-resolution local finite-element model. Smooth forces are
derived from solving an analytical matching problem on the local domain, and these smooth forces
are then applied to a low-resolution numerical global problem. The superposition of solutions to the
subproblems is equivalent to the solution of the original problem. For fluid loading, the local
high-resolution model is solvedin vacuo, and the effects of fluid loading are included completely by
the low-resolution global problem. ©2004 Acoustical Society of America.
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I. INTRODUCTION

The calculation of radiation and scattering from a fluid-
loaded shell with discontinuities such as ribs and/or attach-
ments is challenging, both in terms of accuracy and compu-
tational effort. Incident external waves or internal forcing set
the structure in motion, which excites an acoustic field in the
surrounding fluid. Typically, for submerged structures, the
heavy fluid loading has a strong effect on the structural mo-
tion, and the structure–fluid system must be solved in a fully
coupled manner. Even when the fully coupled system is
solved, some modes of motion radiate efficiently, whereas
others are nonradiating. One effect of structural discontinui-
ties is to couple radiating and nonradiating modes through
interactions at discontinuities.

For a smooth fluid-loaded shell, the numerical resolution
is set by the need to resolve the shortest structural waves on
the shell. However, when structural discontinuities are intro-
duced much finer resolution is required to resolve the de-
tailed shape. An example of a shell with structural disconti-
nuities is shown in the sketch of Fig. 1 labeled ‘‘original.’’
The shell may be subject to vibrating motion of the con-
straint, or may be excited by an incident acoustic field. It has
been shown that it is necessary to resolve discontinuities
with high accuracy.1–3 Whenever the constraint condition at
a discontinuity involves displacement or velocity, which it
does in almost all cases, failure to accurately converge the
motion at structural discontinuities produces convergence er-
rors over the entire structure. Scattering problems for com-
plex structures are often difficult to converge for this reason.
Typically, a very large numerical problem involving many

disparate scales must be solved to high resolution. This paper
describes the successful application of a method to reformu-
late such problems into local and global parts to obtain high
accuracy with rapid convergence.

Many engineering problems involve systems with dis-
parate length scales, and a number of methods utilizing scale
separation have been developed. In an analytical framework,
the method of matched asymptotic expansions~MAE! is a
prime example. In a purely numerical framework, adaptive
meshing schemes for finite-element analysis~FEA! are
widely used. Between these approaches are various hybrid
schemes that combine an analytical treatment with a numeri-
cal scheme, or at least use analytical insight to join two nu-
merical schemes. For instance, the work of Barbone patches
a near-field numerical scheme to a far-field analytical
solution.4 Recent work with numerical hybrid schemes in-
clude a spectral super-element method to handle wave propa-
gation in structures with local nonuniformities,5 and a
method to couple independently modeled domains through
an application of Lagrange multipliers.6

The ANM approach differs from other methods in at
least two ways. First, it is a matching scheme~not a patch! in
which solutions are overlapped, and thus draws its inspira-
tion from MAE. Second, and different from all other meth-
ods, ANM separates local and global regions by the introduc-
tion of canceling smooth forces with special properties. As
such, it relies less on the properties of the governing equa-
tions themselves to decompose a problem into constituent
parts. The approach, which is explained in more detail in the
next section, allows regions of rapid change to be solved in
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isolation, leaving only a dynamically equivalent smooth
forcing to act on the large-scale problem.

This paper considers a fluid-loaded cylindrical shell
driven by a localized discontinuity. There are several other
approaches available to solve this problem. A direct approach
is a three-dimensional FEA treatment of the shell and per-
haps some region of the surrounding fluid. The region around
the discontinuity must be resolved to very high accuracy, and
this would be done with a scheme incorporating variable
mesh density. The fluid loading could also be handled by
finite elements enveloping the body with a transition to infi-
nite elements on an outer surface; alternatively, the fluid
loading can be handled by boundary elements. The problem
with this direct approach is the high computational cost as-
sociated with solving this very large problem.

For axisymmetric structures, the fully 3D direct ap-
proach is inefficient in comparison to a spectral method that
decomposes the azimuthal dependence in modes. Because
the structure is axisymmetric except for the constraint, the
approach described in this paper can be used to treat the
constraint efficiently within the context of a spectral method.
Since many problems of practical importance involve struc-
tures that are largely axisymmetric but have various impor-
tant attachments, other approaches have been considered in
the literature. In particular, Farhat7,8 has developed a ficti-
tious domain decomposition method that reduces the prob-
lem to a series of two-dimensional problems coupled by
Lagrange multipliers. However, although the method is much
faster than the direct 3D method, the azimuthal discontinui-
ties cause slower convergence. One application of the
present work is to illustrate how a matching method can be
used to replace azimuthal discontinuities with equivalent
smooth forces and greatly accelerate convergence of a spec-
tral method, while isolating the discontinuity in a well-
defined subproblem.

II. DESCRIPTION OF ANALYTICAL-NUMERICAL
MATCHING

The ANM method is a hybrid analytical and numerical
technique. A low-resolution numerical solution~global! and
a high-resolution~local! analytical ~or numerical! solution
are formally matched to form a composite solution that is
valid over the entire spatial and frequency range. In the over-
all problem, discrete forces are replaced by smooth distrib-
uted forces. A matching solution on a local domain accounts
for the difference between the original discrete force and the
smooth distributed force. Figure 1 shows a schematic of the
ANM decomposition as applied to an elastic cylindrical shell
with a rigid constraint.

To the original problem, consisting of an elastic cylin-
drical shell with a rigid constraint, a smooth distributed force
is added and subtracted~leaving the original problem un-
changed!. The principle of superposition is applied in order
to separate the problem into subproblems. The original struc-
ture without a constraint, but with a smooth force, becomes
the global problem. The remainder consists of the opposite
sign smooth force, the constraint, and the structure. If the
combination of the smooth forces and the forces due to the
constraint combine to bring the structure to rest outside the

region over which the smooth force is applied, then the re-
maining problem becomes local~confined to the smooth-
force region! and can be subdivided again.

Since the region outside the smoothing region is at rest,
there is no displacement, and there are no higher derivatives
of displacement beyond the boundaries of the smoothing re-
gion. Therefore, the smoothing region can be thought of as
having a fixed–fixed boundary. Further subdivision leads to a
problem with the constraint~that will be driven by a force or
torque! on a fixed–fixed domain, and a problem with an
opposite sign smooth force on the same local spatial domain;
see Fig. 1.

The ANM method was originally developed by Bliss9,10

for the analysis of free-vortex wakes in rotorcraft aerody-
namics. ANM increased the efficiency of this computation-
ally intensive problem by orders of magnitude. More re-
cently, fluid-mechanical applications of ANM include the
analysis and solution of wing aerodynamics for compressible
unsteady flow and the development of an acoustic boundary
element method.11–13

ANM was applied to wave propagation problems by
Loftman and Bliss, who calculated acoustic radiation from
fluid-loaded membranes and curved shells with structural
discontinuities.1–3 For these applications, the numerical sub-
problems were solved using modal methods. Franzoni and
Park14 used finite-element analysis with ANM for predicting
the response of a thick beam with discontinuities.

III. ANM FOR A CYLINDRICAL SHELL WITH A
DISCONTINUITY

The structural vibration problem posed in Fig. 1 is an
elastic shell with a rigid attachment on its inner wall. The
ANM subproblems consist of the constraint surrounded by a
small portion of shell~the local problem!, a smooth distrib-
uted force acting on the same portion of shell~the matching
problem!, and the same distributed force acting in the oppo-
site direction at the appropriate location on the full shell~the
global problem!. The individual subproblems including the
choice of local region and the determination of the smooth
distributed force are discussed in the following subsections.
A more detailed derivation of ANM applied to this problem
is found in the thesis by Park.15

A. The local problem

A region around the discontinuity is chosen as the do-
main for the local problem. The outer boundary of this piece
of shell is held fixed, as shown in the ‘‘local’’ sketch of Fig.
1. The choice of a circular patch rather than some other
geometrical shape allows for the smoothest possible set of
forces for the subsequent matching and global problems.
Geometrical shapes with corners introduce new discontinui-
ties into the problem, and are therefore avoided. The size of
the circular patch~otherwise known as the smoothing region!
is not unique and is chosen based on two considerations. The
patch is ‘‘circular’’ in the sense of a curvilinear mapping onto
the curved shell surface; if unwrapped~not projected! to be
flat, it would form a standard polar coordinate system. The
radius of the circular patch must be large enough so that any
through-the-thickness effects due to the discontinuity are no
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longer significant at the boundary. However, it is also desir-
able for the smoothing region to be somewhat small, to avoid
complicated wave behavior in this region, to assure relatively
simple behavior around the region boundaries, and to limit
the size of the computational subproblem.

A high-resolution finite-element analysis is performed
on the local problem, where the constraint is forced sepa-
rately in all of its degrees of freedom and the boundary is
held fixed. Special attention is given to ensure accurate nu-
merical resolution in the region around the discontinuity
where rapid variations are expected. Transfer functions be-
tween the forcing of the constraint and the response, includ-
ing the reaction forces and moments on the boundary, are
calculated and stored.

B. The matching problem

The matching problem consists of a set of smooth dis-
tributed forces acting over the same local domain as the pre-
vious high-resolution local problem. In order to determine
the set of smooth forces, the circular patch of shell is mod-
eled analytically using shell theory. It is also possible, al-
though not necessarily as computationally efficient, to solve
the matching problem numerically; high resolution is not re-
quired, since there is no discontinuity in the domain. The
smooth distributed forces are represented as a series of
smoothly varying independent functions with unknown coef-
ficients. These coefficients are determined by a set of con-
straint equations that arise from the following: the geometric
boundary conditions on displacement and slope; the desire
that the forces have a certain level of smoothness~i.e., go to
zero at the boundaries and have no slope there!; and the
requirement that the reactions be identical in magnitude and
of opposite sign relative to those of the previous high-
resolution local problem. The purpose of this last constraint
is to ensure that when the local and matching subproblems
are added together, they do not transfer any edge forces or
moments to the rest of the shell.

1. Governing equations for a thin elastic shell

To formulate the matching problem, an appropriate set
of governing equations must first be identified. For a thin
shell (h!a), the Love–Timoshenko~L–T! governing equa-
tions ~including dynamic terms! can be adapted to the
present coordinate system@Fig. 2~a!# and expressed in di-
mensionless form, as given in Eq.~1!.

FIG. 1. The ANM process applied to a cylindrical shell
with an attachment. Original problem contains a discon-
tinuity attached at the inner surface.

FIG. 2. ~a! Generalized shell geometry and coordinate system.~b! Displace-
ments and reactions for local and matching problems, in local polar coordi-
nates.
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The variablesu, v, and w are the normalized axial, azi-
muthal, and radial displacements in thex, s, andr directions,
respectively.16 All displacements and coordinate directions
are normalized by the shell radius,a. The nondimensional
pressure,pr , and tractions,ps andpx , are normalized by the
factor Eh/@a(12n2)#. E is the Young’s modulus of elastic-
ity of the shell material andn is the Poisson’s ratio. Note that
the nondimensional arc length,s, is equivalent tou in Fig.
2~a!. Additionally, the factorb25(1/12)(h2/a2) and the in-
ertial terms have been expressed in Helmholtz form, with the
definition Kp[va/cp , where v is the frequency of har-
monic vibration ~rad/s!, and cp is the longitudinal wave
speed for the shell.

Because ANM is a hybrid method, it is important that
the numerical and analytical components of the solution have
a consistent level of accuracy. To replace a discontinuity with
an equivalent set of smooth pressures and tractions, the re-
sponse in all three of the cylindrical coordinate directions
must be determined accurately. The Love–Timoshenko gov-
erning equations, which are used in this work, have been
verified to be accurate in all three coordinate directions when
in-plane tractions and out-of-plane pressures are applied. It is
noted that the Love–Timoshenko shell equations are much
more accurate than the more approximate Donnell–Mushtari
set of equations.17 In fact, it can be shown that the Donnell–
Mushtari equations do not solve static equilibrium, rendering
them inappropriate for most analyses that include strong in-
plane coupling.

2. Edge reactions for a thin elastic shell

Expressions for the edge reactions for the Love–
Timoshenko formulation are defined by Ugural.16 Following
Ugural’s nomenclature taken from the figure in Ref. 16, p.
440, the in-plane reaction components (Nx ,Nu ,Nxu), mo-
ment components (Mx,M u ,Mxu), and transverse shear edge
reaction components (Qx ,Qu) are written in terms of deriva-
tives of displacementsu, v, andw. Note, however, that the
radial coordinate and displacement differ in sign from that
given in Ref. 16, where relative to the present notationy
5s andz5a2r .

The matching problem is defined over a circular geom-
etry that is not directly compatible with the global cylindrical
coordinate system@Fig. 2~a!#. Therefore, the governing equa-
tions and reaction expressions are transformed to a more ap-
propriate local polar coordinate system as shown in Fig. 2~b!.
This transformation is also discussed fully in Ugural.16

A matching solution is formulated by computing the dis-
placements and therefore, the smooth applied force that will
cause edge reactions that exactly oppose those produced by
the local problem. In local polar form, there are four reaction
types to be matched as illustrated in Fig. 2~b!: the out-of-
plane shear,Qr ; the bending moment,M r ; the in-plane
shear,Nrf ; and the in-plane tension,Nr .

3. Formulating the matching solution

The matching solution for the 3D shell is solved by first
defining a set of displacements with unknown coefficients.
From these functions for displacements, the reaction compo-
nents are then written in terms of the unknown coefficients.
Boundary conditions are then applied, where the edge reac-
tion components of the local problem are set equal and op-
posite to the edge reaction components of the matching prob-
lem. In addition, smoothing conditions~on lower derivatives!
are applied at the boundary, as was explained in Ref. 14 and
other previous ANM work. Imposing boundary conditions
and smoothing conditions gives a system of equations for the
unknown coefficients. Solving the system for the coefficients
determines the displacements, and by substitution into the
governing equation also determines the smooth forcing. The
implication is that this smooth forcing produces the reaction
force and moment components that will exactly cancel the
reactions of the local subproblem.

As an example, consider the case where themth local
polar cosine mode of transverse shear is to be canceled in the
matching problem. The matching problem transverse dis-
placement,w, must be a valid solution of the governing
equation and satisfy the geometric boundary conditions
~fixed end conditions!. Bessel functions of the first kind, with
appropriate arguments, are chosen for convenience since
their form leads to simplifications upon substitution into the
structural operator. The transverse displacement is written as
a series of the form

w5 (
n51

N

CnJm~knmr!cos~mf!, ~2!

whereCn are yet-to-be-determined coefficients andN is the
number of constraint conditions~thus, the number of terms!
required to define the displacement field, and the constants
knm are the first throughNth zeros~roots! of the Bessel func-
tion; thus at the smoothing boundary,Jm(knmr)ur5150 for
eachn and thereforewur5150.
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Since the transverse shear reaction case can be formu-
lated from transverse displacement only, the in-plane dis-
placementsu and v are prescribed to be zero. This fact
greatly simplifies the governing equations and reaction ex-
pressions, so that the radial pressure is given by

pr5 (
n51

N

Cn~b2knm
4 2Kp

2!Jm~knmr!cos~mf!. ~3!

For this choice ofw, the geometric boundary condition on
displacement is automatically satisfied. The second built-in
geometric boundary condition, namely that slope equal zero,
]w/]rur5150, yields the first constraint equation used to
solve the Bessel function coefficients,Cn , in Eq. ~2!. Con-
straining additional derivatives ofw at the boundary satisfies
the natural boundary condition criteria. Note that
]nw/]fnur5150 for all n since all the Bessel functions in
Eq. ~2! vanish whenr51. Also recall that the in-plane dis-
placementsu andv are defined to be zero in this example.

Due to the imposed conditions on displacements and
derivatives of displacement from the aforementioned con-
straints, all in-plane reactions (Nf or Nr) are identically
zero. The remaining nonzero edge-reaction components can
be reduced, normalized, and expressed in local polar coordi-
nates as

Mr52b2
]2w

]r2U
r51

Qr52b2S ]3w

]r3
1

1

r

]2w

]r2 D U
r51

.

~4!

Prescribing zero moment at the boundary places a con-
dition on the second radial derivative, leaving only the third
radial derivative term in the transverse shear equation. The
constraints placed on transverse shear and moment become
the second and third equations used in solving for the coef-
ficientsCn .

Displacement smoothness is satisfied, in part, by virtue
of the natural smoothness of the Bessel functions. Addition-
ally, it is observed that the zeroth through third radial deriva-
tives ofw have either vanished or have been prescribed at the
boundaries. The fourth and fifth radial derivatives ofw are
directly coupled to the applied pressure,pr , through the gov-
erning equations. Note that the radial component of pressure
is zero around the periphery, due to the conditions onw.

To ensure the smoothness of the applied pressure, it is
desired that]pr /]rur5150. This condition becomes the
fourth and final constraint equation used to solve forCn .

Once the firstN roots (knm) are defined for a given
mode,m ~found easily in tabulated form!, w is written as

w5C1Jm~k1mr!cos~mf!1C2Jm~k2mr!cos~mf!

1C3Jm~k3mr!cos~mf!1C4Jm~k4mr!cos~mf!.

~5!

Using the constraint equations described, the linear system of
equations for the unknown constantsCn is defined. The re-
sulting displacement produces unit transverse shearQr with
a local modal dependence of cos(mf). Substituting the dis-
placement coefficientsCn into Eq.~3! gives the applied pres-
sure~or smooth force!. A similar method is used to produce

a matching solution for each mode of the in-plane reactions.
Note that a unique set of coefficientsCn can always be found
as long as an independent set of basis functions~in this case
the Bessel functions! is used in Eq.~2!. In previous work
polynomials with unknown coefficients were used to repre-
sent displacement. The constraint equations form a linearly
independent set of equations; therefore, the resulting system
should never be ill-conditioned or singular.

C. The global problem

The global solution is found by applying the negative of
the pressures and tractions from the matching solution to the
full ~original! structure minus the discontinuity. The global
problem is smooth in the structural sense, containing no re-
gions of rapid variation; therefore, it is modeled using low-
order numerics~in some problems, the global solution may
also be found analytically!. For the example problems in this
paper, the computer codeSONAX has been used to solve the
global problem.

SONAX is a structural-acoustic computer program, devel-
oped by researchers at the U.S. Naval Research Lab~NRL!,
which can be used to predict radiation and scattering from
structural bodies of revolution. A typical configuration for
analysis would be a cylindrical shell with hemispherical end-
caps. In some cases the shell might have circumferential ribs,
which still allow the body to be axisymmetric. The full equa-
tions of elasticity are solved for the structure and the acoustic
wave equation is solved for the fluid. Harmonic time depen-
dence is assumed. The governing equations, which are sepa-
rable, are Fourier decomposed around the azimuth. An ap-
proach based on structural finite elements and acoustic
boundary elements is then used to solve the problem posed
in radial and axial coordinates (r ,x) for each azimuthal
mode; see Fig. 3.

BecauseSONAX uses a Fourier decomposition around
azimuth, any forcing applied to the shell must be decom-
posed into azimuthal harmonics; then, the problem is solved
for each harmonic and the overall result reassembled. There-
fore, the applied forcing is decomposed in global azimuth
such that

j~r ,u,x!5 (
m50

`

Am~r ,x!cos~mu!1Bm~r ,x!sin~mu!,

~6!

wherej represents any of the three applied pressures or trac-
tions. For the radial line force example, the forcing and cor-
responding radial and axial response are even functions in
global azimuth. The global problem displacements are sub-
sequently solved in the same form as Eq.~6!.

FIG. 3. Modal/FEA solution method for the example problem The problem
is reduced to a separate 2D FEA model for each mode,m.
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IV. EXAMPLE PROBLEMS

Three example problems are now presented, each one
having a different purpose. The first example problem is used
to verify the ANM method. For this task, a problem was
chosen that could be solved using an axisymmetric numeri-
cal code~i.e., SONAX!. There is no computational advantage
to using ANM for this problem, but it serves to demonstrate
accuracy of the method. The second and subsequent example
problems cannot be solved by the axisymmetric code without
the use of ANM. For these problems the constraint is forced
in a motion tangential to the shell, or rocked in an antisym-
metric motion. These problems are chosen to illustrate cer-
tain features of the ANM method. After these problems are
described, the extension of ANM to include fluid loading is
developed in Sec. V. All example problems use the same
basic shell.

A. Verification problem

For verification purposes, ANM is used to compute the
structural vibration of a shell excited by a harmonic line
force applied in the radial direction, and this result is com-
pared to that ofSONAX. The radial line force is used for the
verification model since it is a forcing function that a modal/
FEA method~i.e.,SONAX! can analyze accurately on a mode-
by-mode basis.

A 3D elastic cylindrical shell with hemispherical end-
capsin vacuo is harmonically excited by a linearly varying
radial line force,F, that is aligned with the global axis, as
shown in Fig. 3. The line force is applied over a short axial
span of 1.5% of the total length (2L) of the shell~the scale
is exaggerated in the figure!. The radial force profile is that
of a triangular ‘‘hat’’ function, varying nondimensionally
from 0 to 1 to 0, symmetric with respect to the axial dimen-
sion ~x! of the shell. It is a Dirac delta function in global
azimuth,u, and is applied harmonically at a frequency of 750
rad/s. The thickness of the shell,h50.05 m, is 1% of the

radius,a55.0 m. The overall shell length (2L520 m) is 4
times the shell radius. The material properties areE51.95
31011Pa, n50.28, r57700 kg/m3, andcp55242 m/s, cor-
responding to a steel shell. The solution for the transverse
response of the inner and outer surfaces of the shell is de-
sired.

The ANM solution is found by assembling the local,
matching, and global surface displacement solutions. The as-
sembled ANM solution is considered with respect to global
azimuth,u, in Eq. ~6! and is compared with the traditional
modal/FEA~SONAX! solution on a mode-by-mode basis. The
SONAX solution is found in a straightforward manner by ap-
plying the modal decomposition of the radial hat function to
the shell. While it is expected that the ANM andSONAX

solutions may exhibit some differences in convergence in the
force application region, it is also expected that globally, the
two solutions will exhibit excellent agreement.

When using the ANM method, the local and matching
solutions are not solved modally. However, for comparison
with SONAX, these solutions are decomposed so that an
equivalent mode-by-mode comparison can be made between
the ANM andSONAX solutions. Figure 4 shows the nondi-
mensional radial displacement response comparison for the
outer-shell surface along the shell axis for the global azi-
muthal modes 0 and 15. The displacement response~normal-
ized by the shell radius,a! is plotted as a continuous function
along the normalized axial coordinate~0 to 1.0, where the
shell half-length,L, is normalized to 1.0!. It is noted that the
displacement response is in the form of Eq.~6!. The modal
response from Fig. 4 is actually a distributed array of the
modal coefficientsAm . The response is an even function in
global azimuth. The results show excellent agreement in both
the global and local regions for a wide range of global azi-
muthal wave number.

Figure 5 shows the actual~not modal! radial response
that is calculated using the first 50 modes of theSONAX so-

FIG. 4. Radial response of outer shell
surface,SONAX vs ANM, radial ‘‘hat’’
forcing case.
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lution compared with an ANM solution using the actual local
and matching subproblem solutions and the first 50 modes of
the ANM global subproblem solution. The mode-by-mode
~Fig. 4! and modally composed~Fig. 5! solutions for the
ANM method show near-perfect agreement with the tradi-
tional modal/FEASONAX solution, thus verifying the accu-
racy of the ANM method.

B. Cylindrical shell driven by tangential motion of a
rigid attachment

A 3D cylindrical shell~identical to that from the previ-
ous example! is harmonically driven by a prescribed tangen-
tial in-plane motion of a rigid circular attachment to the inner
surface of the shell~as in Fig. 1, but with different motion!.
The diameter of the cylindrical support (2s) is equal to the
shell thickness,h, or 1% of the shell radius,a. Since the
support is defined as being rigid, the in-plane motion is mod-
eled as a prescribed tangential displacement~of magnitude
D! distributed over the small circular patch of the support
attachment interface on the inner surface of the shell. This
problem is not amenable to solution by the previously de-
scribed traditional modal/FEA method,SONAX. In this ex-
ample problem, where the constraint is forced in a motion
that is tangential to the shell, the ANM solution is shown to
be independent of smoothing region size.

The modal/FEA method cannot easily handle the non-
axisymmetric distributed displacement condition~i.e., the
displacement is prescribed for a finite region of the shell
surface!. To model this distributed displacement constraint
condition, a modal/FEA method would require multiple lin-
early independent solutions that would be weighted through
an influence matrix to satisfy the prescribed distributed dis-
placement condition over the full interface region. This
method is generally considered prohibitively complex and
computationally expensive. However, ANM may be used to
preprocess the prescribed surface displacement so that the
global ANM subproblem is driven by a set of distributed
pressures and tractions that can be solved using the standard
modal/FEA method. Thus, this example demonstrates a new

capability made possible by supplementing modal/FEA
methods with ANM.

The ANM solution to this problem is found using a pro-
cess identical to that presented in the previous example. The
local reaction information is used to produce a corresponding
matching solution. The matching solution uses the same for-
mulations developed for the previous example. The library of
matching solutions for each individual reaction type/mode is
weighted to cancel the local solution reactions of the present
example. The negative of the resultant smooth pressures and
tractions is then decomposed in global azimuthal modes and
applied to the modal/FEA global model. The global problem
is solved usingSONAX.

For verification purposes, the ANM process was re-
peated using three choices for the local/matching region ra-
dius, l s ~0.85 m, 1.30 m, and 1.95 m!. Recall that the same
problem may be solved using any choice forl s that satisfies
the criteria discussed regarding the absence of through-the-
thickness effects at the boundary. Since all of the forces pass
through the local/matching region, if an identical solution is
produced when the original problem is solved using several
independent~different smoothings! ANM solutions, then the
solution and the corresponding ANM model must be accu-
rate.

As expected, the actual solution is shown to be indepen-
dent of the ANM smoothing region used. Figure 6 plots the
radial modal displacement response of the shell for global
azimuthal modem510. Global solutions for the three differ-
ent smoothing sizes are plotted. It is clear that these solutions
converge sequentially in the region outside of their respec-
tive smoothing regions. Additionally, the composite ANM
solution ~local1matching1global! is plotted. It is verified
that the composite ANM solution for each of the three inde-
pendently solved problems is identical. The fact that the glo-
bal solutions overlay each other outside the smoothing re-
gions and that the overall composite ANM solutions for the
three cases are identical confirm the accuracy of the method.

As an aside, it is interesting to observe in Fig. 6 that the
global radial solution for the largest smoothing length
~smoothing region 3! exhibits a different waveform inside

FIG. 5. Radial response ofSONAX and
ANM solutions, where theSONAX and
global ANM solutions contain the first
50 modes, radial hat forcing case.
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the local/matching region as compared to the other global
solutions or the composite ANM solution. This result indi-
cates that as the local/matching smoothing region radius,l s ,
is increased to the largest size~smoothing region 3!, and the
driving frequency,v, remains constant, the local and match-
ing subproblems pass through a resonance for the transverse
~radial! response; yet in the end the result is the same as for
the smaller smoothing region cases.

C. Cylindrical shell driven by rotation of a rigid
attachment

In the third example problem the rigid constraint is
rocked in an antisymmetric motion in a plane of constant
axial position. A convergence study is performed for this
case, and the modal content of the ANM subparts is dis-
cussed. The local subproblem contains the high modal con-
tent, but is not solved modally in ANM. This example prob-
lem is also used to discuss numerical resolution and
convergence issues with respect to the type of forcing
~displacement-driven or force-driven! applied.

The same 3D cylindrical shell with hemispherical end-
capsin vacuois driven by the harmonic rocking motion of a
rigid support attached to the inner surface of the shell, as
shown in Fig. 1. First, a prescribed moment drives the rota-
tion of the support; second, the problem is driven by a pre-
scribed rotation. Except for the scaling and the interpretation
of the constraint condition, the two problem solutions are
really the same. However, as will be shown, the two cases
exhibit very different convergence rates when the problem is
solved using a modal solution method.

The excitation is depicted in an axial view of the shell
cross section in Fig. 7. Solutions for the transverse response
of the inner and outer surfaces of the shell are desired. The
modal convergence rates between the ANM and modal/FEA
SONAX solutions are compared for both forcing types. This
problem is analyzedin vacuo; however, the fluid-loaded ver-
sion is a direct extension of thein vacuocase and will be
presented later.

These types of problems exhibit significant localized de-
formation at the attachment interface, and are therefore ex-
tremely difficult to converge when typical numerical meth-
ods are employed. It is also expected that this type of

excitation will yield significant out-of-plane surface dis-
placements, which are particularly important when acoustic
scattering or radiation is considered.

Figure 8~a! shows the normalized displacement around
the azimuth at the axial locationx50 for the composite
ANM solution and for the global component of ANM. In
Fig. 8~b!, the scale is expanded around the discontinuity and
the separate components~local, matching, and global! are
shown along with the ANM composite solution. Note, both
the global and matching solutions are smooth, and it is the
local component that captures the rapid variation.

1. Convergence study

For the purpose of quantifying error and studying con-
vergence, the spatial average of the mean-square surface dis-
placement was used

mean-square displacement5
1

SE E
S

uw`u2dS, ~7!

wherew` is the converged radial displacement at the inner
surface of the cylinder. Similarly, the spatial average of the
mean-square surface displacement error is defined by

FIG. 6. Global and composite ANM
solutions for the radial response of the
shell subjected to tangential motion of
the constraint.

FIG. 7. Rocking motion of attachment to inside of cylindrical shell.
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mean-square error5
1

SE E
S

uwM2w`u2dS, ~8!

wherewM is the approximate surface displacement obtained
for a certain degree of numerical resolution. Then, the per-
cent rms error is given by

percent error5A mean-square error

mean-square displacement
3100.

~9!

For the rocking motion problem, the radial displacement
can be written as a Fourier sine series in azimuth at theith
axial location

wM~a,u,xi !5 (
m51

M

Bm,i sinmu. ~10!

The exact solutionw`(a,u,xi) is obtained whenM→`. For
equally spaced nodes in the axial direction, the approximate
mean-square displacement~due to truncation of the sine se-
ries! becomes

mean-square displacement~M !5
1

Nnodes
(
i 51

Nnodes

(
m51

M uBm,i u2

2
.

~11!

In Eq. ~11! the surface integral of Eq.~7! is evaluated by
integration in the azimuthal direction and a summation in the
axial direction, and the exact mean-square displacement is
obtained whenM→`. Then, the mean-square error can be
shown to be

mean-square error~M !5
1

Nnodes
(
i 51

Nnodes

(
m5M11

` uBm,i u2

2
.

~12!

Equations~11! and ~12! are used in Eq.~9! to calculate the
error due to modal truncation. This error is shown in Fig.
9~a! for the case of a prescribed moment applied to the con-

straint and in Fig. 9~b! for the case of a prescribed rotation.
Two curves are labeled on each figure. The dashed curve
corresponds to the case where the entire problem must be
resolved modally, as if the problem had been done using
SONAX or another modal/FEA approach. The solid curve cor-
responds to the error associated with ANM where only the
global part of the solution must be resolved using a modal
approach.

Recall that the ANM composite solution is the superpo-
sition of the local, matching, and global solutions. The local
and matching solutions are solved separately by other means,
and therefore do not contribute to the modal truncation error.
Since the global solution is smooth, it converges relatively
rapidly. For convergence with a moment constraint when
only a few modes are retained, the error from both methods
is similar, as shown in Fig. 9~a!. As more modes are added,
the ANM method begins to show superior performance, with

FIG. 8. ~a! Global problem and as-
sembled ANM displacements, taken at
a cross section over thex– 0 plane.~b!
All of the ANM subproblem solutions
and the composite ANM solution plot-
ted over the local/matching region.
Rocking motion case.

FIG. 9. Convergence comparisons of solutions for~a! moment-driven con-
straint, and~b! rotation-driven constraint.
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the error being almost an order of magnitude smaller for a
given number of modes.

In Fig. 9~b!, where the rotation is prescribed at the drive
point, the difference between the modal/FEA method and the
ANM method is very large, regardless of how many modes
are used. For a fully converged solution, using Eq.~10! the
angular displacement at the drive point is given by

dw`

du U
~a,0,0!

5 (
m51

`

mBm,0[D, ~13!

whereD is the prescribed angular rotation that satisfies the
constraint. However, if a finite number of modes are summed
then the displacement at the constraint is notD, namely

dw`

du U
~a,0,0!

5 (
m51

M

mBm,0[DM , ~14!

whereM is the number of modes retained. SinceDM does
not equal the desired angular rotation at the constraint, the
coefficientsBm, j must be scaled to match the desired rota-
tion. This outcome is equivalent to applying a different mo-
ment on the constraint. Therefore, for the case of constrained
displacement the surface displacement is given by

wM~a,u,xi !5~D/DM ! (
m51

M

Bm,i sinmu. ~15!

Similar to the previous derivation, the spatially averaged
mean-square error is found by subtractingwM in Eq. ~15!
from w` calculated from Eq.~10!, and averaging this quan-
tity over the area~integrating in azimuth and summing in the
axial direction!, namely:

mean-square error~M !

5
1

Nnodes
(
i 51

Nnodes

(
m5M11

` u~~D/Dm!gmM21!Bm,i u2

2
, ~16!

wheregmM5$0 m.M
1 m<M%.

The percent error associated with Eq.~16! is calculated
using Eq.~9!. Because of the presence of the scaling factor,
this error for the angular displacement constraint case is

much larger than for the moment constraint case. The out-
standing performance by the ANM method in Fig. 9~b! is due
to the fact that the large local deformations around the con-
straint are accurately captured in the ANM local solution.
Physically, the lack of resolution at the drive point propa-
gates error throughout the entire shell structure. Whereas,
when the drive point is not accurately resolved in the mo-
ment constraint case, the error is fairly localized around the
drive point, and that error is not transferred to the rest of the
shell.

2. Modal content

Even though the ANM local and matching solutions are
not obtained by modal methods, it is insightful to modally
decompose these solutions to observe their contribution to
the overall solution. Furthermore, understanding the modal
contributions of the local and matching solutions helps to
explain the convergence behavior shown in Fig. 9. The over-
all modal content of the solution and the modal content of
the constituent parts are shown in Fig. 10. In this compari-
son, the modal content of the local and matching solutions is
combined. Note that the global solution contains mostly low
mode numbers and that the amplitudes of the higher modes
fall rapidly with increasing mode number. In addition, at
high mode numbers the local and matching solutions con-
tinue to be important, and comprise almost the entire content
of the overall solution. At low mode numbers, both the glo-
bal and the local and matching solutions all contribute to the
overall content in a complicated way. The dominant behavior
of the local and matching solutions at high mode number
explains the excellent performance of the ANM method in
the previous convergence study.

V. ANM WITH FLUID LOADING

The extension of the previously described approach to
include fluid loading is surprisingly straightforward. The
principal problem for ANM when adding a surrounding fluid
is that the fluid provides an additional medium in which
waves can propagate, and this appears to complicate the con-

FIG. 10. Modal content of ANM com-
ponent problems and ofSONAX-type
solution.
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cept of local, matching, and global regions. It turns out that
the local and matching problems can still be solved as dry
structures, exactly as before, using the basic approach devel-
oped by Loftman and Bliss.1–3

Since these problems really must be solved in the pres-
ence of the fluid, additional distributed smooth forces are
introduced that exactly cancel the fluid forces on the local
and matching problems, and also cancel the fluid forces on
the surrounding shell which must remain at rest. These addi-
tional smooth forces are equal and opposite the fluid pres-
sures on the shell that are due to thein vacuodisplacements
of the local and matching regions. It should be noted that
although the local problem may have rapid spatial variations,
the associated fluid pressures are typically smoother and
more slowly varying. Note that an additional smooth force is
also applied to the global problem. This smooth force is just
the fluid surface pressure produced by thein vacuolocal and
matching problem motions with the rest of the shell held at
rest.

The above approach to fluid loading is outlined in Fig.
11. First, as indicated in Fig. 11~a!, the local and matching
ANM problems are solvedin vacuo. Second, the smooth
forces that are derived from the matching problem are ap-
plied to the fluid-loaded global structure, as in Fig. 11~b!.
Note if the global structure were not fluid loaded, the ANM
solution would be the superposition of these three subprob-
lems. However, in the fluid-loaded case, the problem is not
complete because the fluid-loaded effects of the local and
matching displacements have not been included, both in the
local smoothing region and on the remainder of the shell. To
account for this effect, a calculation is performed with the
surface of the fluid-loaded shell held at rest, except in the
smoothing region where the local and matching displace-
ments are applied, as shown in Fig. 11~c!. This calculation
gives fluid pressures over the surface of the entire shell,
which are interpreted as an additional smooth force. Finally,
these pressures are then applied to the fluid-loaded shell to

obtain a correction to the global problem, as shown in Fig.
11~d!. The displacements given by the composite ANM so-
lution are comprised of thein vacuolocal and matching dis-
placements@Fig. 11~a!# plus those from the fluid-loaded glo-
bal problem @Fig. 11~b!# and the displacements from the
global problem correction for fluid loading@Fig. 11~d!#. The
surface pressures are obtained by superposition of the results
for surface pressure from the subproblems described by Figs.
11~b! and ~c!.

In Figs. 12 and 13, results are shown for afluid-loaded
steel cylindrical shell in water. The shell was excited by ro-
tating a constraint, as illustrated in Fig. 1. The same shellin
vacuowas used in the convergence study with the same ex-
citation. The problem was solved using ANM, but with dif-
ferent size smoothing regions~indicated byLs!. The fact that
the solutions coincide on a mode-by-mode basis confirms
both the accuracy of the method, and the property that solu-
tions are independent of smoothing region size.

Figure 12 shows the magnitude of surface velocity
modal coefficients of the composite ANM solution versus the
axial location measured from the drive point. Recall that the
global problem is solved using a finite-element analysis for
each mode after modally decomposing in azimuth. The re-
sults shown in Fig. 12 are for azimuthal mode numbers 1 and
4. Similar results were obtained for all the azimuthal modes,
and excellent agreement was found in all cases. However, it
should be noted that it was necessary to use the fluid-loading
correction to the global solution, as illustrated in Fig. 11, in
order to obtain such accurate results.

In Fig. 13, a similar plot is shown for the modal ampli-
tudes of far-field pressure. The angle of radiation is measured
from the shell axis, with 90 deg being directly above the
constraint and perpendicular to the axis of the shell~i.e.,
‘‘beam aspect’’!. Again, results for two different size
smoothing regions are shown on the same plot. The fact that
these curves overlay each other so well confirms that the
method works, and that the solution is independent of the

FIG. 11. ANM process for fluid load-
ing, usingin vacuolocal and matching
results to obtain the solution to the
original fluid-loaded problem.
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smoothing radius. These results are typical of all of the prob-
lems that have been studied thus far using ANM.

VI. CONCLUSIONS

This paper has illustrated the successful application of
analytical-numerical matching to complicated problems in
structural acoustics. When used in combination with a
modal/FEA computer analysis such asSONAX, this method
has allowed high-accuracy results to be obtained efficiently.
Because ANM isolates regions of rapid change around struc-
tural discontinuities and solves them separately to a high
resolution, computational methods likeSONAX can be used
much more effectively. In realistic terms, a new computa-
tional capability to handle azimuthally localized constraints
with a computer code developed for axisymmetric structures
has been achieved.

In addition to this new capability, there are other impor-
tant contributions of this paper in terms of convergence and

fluid loading. A convergence study was performed that dem-
onstrated the sensitivity to the type of constraint~force-
driven versus displacement-driven!. It was shown that a
displacement-driven problem is much slower to converge,
since the error at the drive point is transferred to the entire
structure. If a modal method is used, a high number of modes
must be retained in order to properly resolve the constraint
~i.e., modal wavelengths must be smaller than the constraint
size!. For displacement-driven problems, it must be stressed
that the lowest modes are incorrect unless there is high reso-
lution around the drive point. With inadequate resolution,
errors in radiated or scattered sound fields will be large be-
cause the lower modes dominate the radiated field. In the
case of a force-driven problem, the error around the drive
point remains local, and does not have as significant an effect
on the overall results.

For realistic problems involving scattering, both
displacement- and force-driven constraint problems must be
solved, so resolution around constraints will always be an

FIG. 12. Amplitude of modal coeffi-
cients for modes 1 and 4 for two
smoothing regions~complete overlap
of solutions!—surface velocity.

FIG. 13. Amplitude of modal coeffi-
cients for modes 1 and 4 for two
smoothing regions—far-field pressure.
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issue. ANM provides a means by which the fluid-loaded
shell with structural discontinuities can be solved at low
resolution. The region containing rapid variations is isolated
and solved dry. This leads to a more computationally effi-
cient method for handling fluid-loaded problems of this type.

A characteristic of the ANM approach is that different
analysis methods can be used for each aspect of the problem.
In the present work, the global problem was solved by a
modal-FEA code specialized for radiation and scattering
from axisymmetric fluid-loaded shells; the local problem was
solved with a traditional, commercially available FEA code;
and the matching problem was done analytically using shell
equations. Note, that similar methods could have been used
for any two, or all three of the subproblems. Nevertheless,
from the standpoint of desiring one unified approach embod-
ied in a single code, the use of different analysis methods can
be viewed as a disadvantage. However, especially in large-
scale computation, there can be efficiency and accuracy ad-
vantages to addressing each of these problems in the manner
that is most individually appropriate. For instance, there can
be enormous gains in efficiency using a modal-FEA code,
rather than a full 3D FEA code for an axisymmetric body;
conversely, a full 3D code would be the preferred way to
model a dynamically complex constraint. As a practical mat-
ter, many specialized codes exist in industry and research
settings, and ANM provides a way for these codes to be
utilized in concert, in a way that is not specific to any one
code or class of numerical procedures. Although ANM may
not be the best approach for all problems, the flexibility to
couple different analysis methods is certainly an advantage
in many situations.
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Sound field modeling in a street canyon with partially diffusely
reflecting boundaries by the transport theory
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The transport theory, applied to the concept of sound particles, seems to be well adapted to predict
the sound propagation in urban areas, including most complex effects, like diffuse scattering by
building facades, atmospheric attenuation, scattering by urban objects in streets, etc. In this paper,
the transport theory is then applied to the sound field modeling in an empty street canyon with
partially diffusely building facades. In this case, the temporal and spatial distribution of sound
energy in a street is the solution of a transport equation, with mixed specular-diffuse boundary
conditions. Using an asymptotic approach, the transport equation may be reduced to a diffusion
equation for the sound energy, where the diffusion coefficient depends only on the building facades
properties. Comparisons with experiments show that the diffusion model gives consistent results
with experimental data, both for the sound attenuation level and the reverberation time. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1791720#

PACS numbers: 43.50.Vt, 43.20.Fn, 43.28.Fp, 43.50.Lj@DKW# Pages: 2969–2983

I. INTRODUCTION

Noise propagation in urban areas is a problem of major
importance for people living in modern large cities and has
attracted considerable attention in recent years. Conse-
quently, many mathematical and numerical models have
been derived to predict the sound propagation and reverbera-
tion time in streets, using, for example, image-source meth-
ods, modal approaches, the classical theory of reverberation,
or statistical descriptions.1 Most of mathematical models, as
well as commercial software, have been developed, assum-
ing building facades as perfectly reflecting planes, without
protrusions. There are only a few models including both
specular and diffuse reflections.2,3 However, the multiple
scattering of sound by surface irregularities has a large influ-
ence on the sound field energy distribution.4,5 Moreover,
most of the time, models are applied only to specific urban
configurations, like suburban areas with separated buildings,
street canyons, streets with intersections, etc., but cannot be
generalized to all urban areas and particularly to city centers
where the architectural morphology is very complex and
buildings are very numerous. According to these limitations,
the purpose of the present paper is to propose a general
mathematical formalism, to predict the temporal and the spa-
tial distribution of the sound field energy in urban areas,
including diffuse reflections by building facades and latter,
the scattering by urban objects in streets, atmospheric attenu-
ation, wind effects.

The model is based on an application of the classical

theory of particle transport applied to the concept of sound
particles. The analytical approach is presented in the first part
of this paper and allows describing the sound energy distri-
bution in urban areas by a transport equation. Boundary
equations are also introduced in order to take into account
the diffuse reflections on building facades. In the second
part, an application to a street canyon is proposed. An
asymptotic approach is then presented in order to replace the
transport equation with the associated boundary conditions,
by a diffusion equation. All facade effects are then included
in a single term, the diffusion coefficient. Moreover, in order
to take into account the absorption by the openings, the pave-
ment and the building facades, boundary conditions, consis-
tent with the transport model, are proposed for the diffusion
equation. The solution of the diffusion equation is then pre-
sented for partially diffusely reflecting boundaries according
to Lambert’s law and compared with measurements in a
street, with good agreement, both in terms of reverberation
times and sound level attenuation along the street.

II. TRANSPORT THEORY

A. Sound particle concept

By assumption, the acoustic field is split in two parts,
the direct field and the reverberant field. Our study is devoted
to the last one, which is the result of a large energy mixing,
due to multiple specular reflections, diffraction, and scatter-
ing on boundaries and in the street. In the wide range of
frequencies usually met in architectural acoustics, the effects
of phase cancellation and addition are averaged, in such a
way that the sound sources may be considered as noncorre-
lated. Consequently, a street can be characterized by its ca-
pacity to distribute and to attenuate sound energy. Thus, de-
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lin, 75231 Paris Cedex 05, France.

b!Corresponding author. Electronic mail: Judicael.Picaut@lcpc.fr; URL:
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spite neglecting the undulatory nature of the sound field,
energetic models may provide satisfactory and sufficient data
such as echogram, reverberation time, and sound attenuation.
According to the geometrical acoustics assumptions, the
sound propagation may be represented by a ray beam that
represents the path of an infinitesimal entity or energy
packet, named sound particle or phonon.6–8 In this way, as
mentioned by Joyce,6 geometrical acoustics is a special case
of the classical-particle dynamic. A sound particle is then
defined as a classical point particle by its elementary energy
e, its positionx, and its velocityv, the norm of which is
equal to the sound velocityc. Interactions and collisions
between particles are neglected. The phonon obeys classical
mechanics laws based on Hamilton stationary action prin-
ciple and, in this case, undergoes a straight line until its
impact with obstacles or building facades. During a collision
with a scattering object or with a surface, the velocity direc-
tion is deflected instantaneously. This approach makes it pos-
sible to view the reverberant field as a gas of sound particles
and to link the sound energy distribution to the evolution of
the sound particle density. The classical formalism of gas
theory can then be applied to acoustics problems: The ener-
getic approach may be seen as an application, for acousti-
cians, of the transport theory commonly used in statistical
mechanics.

B. Single particle distribution function

A particular state of a system withN particles is de-
scribed by 3N coordinates of positions (x1 ,x2 ...xN) and 3N
coordinates of velocities (v1 ,v2 ...vN). This state is repre-
sented by a point in a 6N-dimension phase spaceG. If, at a
given timet, it was possible to know each particle position
and velocity, it would have been then possible to predict their
position and velocity at timet1dt. However, the number of
sound particles being very large, the practical implementa-
tion is very difficult. As a consequence, the problem must be
approached in a probabilistic way. By assumption, urban ar-
eas are considered as ergodic. Hence, the description of the
N particles system can be reduced to the knowledge of an
artificial single particle system.9 The phase spaceG is then
reduced to a six-dimensional phase spaceG involving the
three usual space and velocity coordinates (x1 ,v1) noted af-
terwards~x,v!. Moreover, mutual particle interaction is not
taken into account. The statistical behavior of a sound par-
ticle is here obtained from statistical mechanics. A probabil-
ity density, named single particle distribution function
f (x,v,t) ~SPDF!, encountered in physical domains as neu-
tron transport theory, plasma physics, and chemistry10 is
introduced.9 It is defined asf (x,v,t)dxdv. It represents the
amount of particles, at timet, with velocityv to within about
dv, in an elementary volumedx located atx. It must satisfy
the normalization condition

E E f ~x,v,t !dxdv51. ~1!

The local densityn(x,t) of sound particles is then de-
fined by the integration of the SPDF over the velocity space

w~x,t !5en~x,t !5eE
V

f ~x,v,t !dv for xPX, and vPV.

~2!

The local flow of sound particles can be expressed by

J~x,t !5E
V
vf ~x,v,t !dv for xPX, and vPV, ~3!

which represents the number of particles crossing an area per
unit of time and surface. The energy flow can also be defined
by a similar way, to give

E~x,t !5eJ~x,t !5eE
V
vf ~x,v,t !dv for xPX, and

vPV. ~4!

C. Transport equation

In this paper, scattering by urban objects in the street is
neglected. Since collisions of phonons only take place on the
boundaries, the evolution of the sound particle density in
urban areas is similar to the evolution of the molecular den-
sity in a rarefied gas or Knudsen gas. The main equation of
the model, can be derived from transport theory9 to give
directly

] f

]t
1v•¹x f 50 for xPX, and vPV, ~5!

where¹x f represents the spatial derivation. This is the trans-
port equation of the free molecular flow also called the Liou-
ville equation. It describes the spatial and temporal evolution
of the sound particle density and consequently of the sound
field energy. This equation expresses the variation of the par-
ticle density duringdt according to a transport phenomenon.

It can be noted that Eq.~5! could be generalized9 to take
into account much more phenomena, like the atmospheric
attenuation, the wind effect, and the scattering by urban ob-
jects, by introducing, respectively, an absorption terms, a
strength of transportF and a scattering term, such as

] f

]t
1v•¹x f 2s f 1F•¹v f

5
] f

]t U
scattering

for xPX, and vPV. ~6!

However, the present study is restricted to the simple
case of empty streets, without atmospheric attenuation and
without wind effects.

D. Boundary conditions

Typically, surfaces are made up of many irregularities
due to window recesses, decorative structures, etc. According
to the size of facade irregularities and frequency, reflections
may be specular or not. Most of the time, the wide frequency
range encountered implies a mix of these two kinds of re-
flections. First of all, it is convenient to introduce the out-
ward unit normaln on the boundary.G6 represents the
points~x, v! in the phase spaceG, which satisfy the relation
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G5G1øG2 with G65$~x,v!/xP]X,vPR3,0,6n"v%.
~7!

The restriction of the SPDF to the setG1 (G2, respectively!
is noted belowf 1 ( f 2, respectively!. G1 andG2 represent
the incident and reflected sound particles on the building
facades@Fig. 1#. Whenn"v.0, the particle velocity is in the
same direction as the normal to the wall: particles are inci-
dent. Inversely, whenn"v,0, particles are reflected.

1. Facade absorption

In the present approach, the wall absorption is expressed
in a probabilistic way by considering the probabilitya~x! for
xP]X, that a sound particle hitting a facade at the positionx
is absorbed. In this part of the paper, the facade absorption is
a function of boundary coordinates and is supposed to be
independent of the incident angle, although it would be pos-
sible to take it into account. Nevertheless, it would imply an
increase in the complexity of the model. This facade absorp-
tion is defined in the range@0, 1#.

2. Specular and nonspecular reflections

The part of nonspecular and specular reflection is ex-
pressed by the accommodation coefficientd(x) for xP]X,
from 0, for nonspecular reflection, to 1 for perfect specular
reflection. This accommodation coefficient can be in relation
to the diffuse-reflection coefficient11 d512d, used for ex-
ample, in computer modeling based on geometrical acous-
tics. The use ofd instead ofd is more consistent with the
transport theory. This parameter is representative of the
boundary morphology. However, it may be noted that several
works have ever been done to find its values in some prac-
tical cases of room acoustics,11 but results are not relevant
for building facades yet.

According to the definition ofd, the sound reflection
may be specular or not. Figure 2 shows some examples of

reflection laws, wherev is the reflected velocity,v8 is a ran-
dom incident velocity, andv* is the incident velocity leading
to a specular reflection in the direction ofv. In the first case
@Fig. 2a#, the reflection can be considered in a deterministic
way. Indeed, the knowledge of the incidence velocityv* on
the building facade determines the velocityv of the particle,
after reflection, by the relation

FIG. 1. Incident and reflected sound particles on a building facade.G1 and
G2 represent the incident~arrow with a dashed line! and reflected~arrow
with a continuous line! sound particles on a building facade with the normal
n.

FIG. 2. Schematic representation of different reflection laws on a building
facade:~a! specular reflection,~b! uniform reflection,~c! Lambert’s Law
(cosu), ~d! generic formR(x,v,v8). v is the reflected velocity.v8 is a
random incident velocity.v* is the incident velocity leading to a specular
reflection in the direction ofv.
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v5v* 22~n"v* !n. ~8!

In the second case, surface reflection laws can be intro-
duced in the model, in order to characterize the angular de-
pendence of the scattered field during the reflection process.
Hence, the effects of surface morphology are included in the
analytical boundary conditions. As an example, the uniform
reflection law@Fig. 2~b!# distributes in an equal way the en-
ergy whereas the Lambert’s law favors the normal direction
@Fig. 2~c!#. In a general way@Fig. 2~d!#, the nonspecular
reflection can be taken into account by considering a proba-
bilistic approach. Thus, a positive, integrable, and smooth
function R(x,v,v8), defined onG6 is introduced. This re-
flection law represents the probability that an incident sound
particle with a velocityv8 leaves the boundary, at positionx
after reflection, with a velocityv. The reflection law is nor-
malized according to the following relation:

E
G1

R~x,v,v8!dv851 for xP]X, and vPV, ~9!

and must satisfy the reciprocity relation which expresses the
conservation of the number of particles on the boundaries12

E
G2

R~x,v,v8!dv51 for xP]X and vPV. ~10!

3. Boundary equation

The boundary conditions express the flow of reflected
particles as a function of the incident particle flow. By con-
sidering the part of specularly and nonspecularly reflected
sound particles, the flow conservation is written

un"vu f 2~x,v,t !5~12a~x!!Fd~x!un"v* u f 1~x,v* ,t !

1~12d~x!!E
G1

R~x,v,v8!un"v8u

3 f 1~x,v8,t !dv8G for xP]X, and vPG2,

~11!

where the left member of this expression represents the re-
flected flow. The right member term weighted by the reflec-
tion coefficient@12a(x)#, expresses the specular flow~first
term! and the nonspecular flow~second term!. This approach
makes it possible to take into account, in a general way, the
whole physical phenomena occurring on building facades.

The sound frequency is not introduced in Eq.~11!. In
this model, as already discussed before, interferences are ne-
glected. However, it can be remarked that absorption coeffi-
cients, accommodation coefficients, and reflection laws can
be frequency dependent. In a practical point of view, a
boundary Eq.~11!, with a specific absorption, accommoda-
tion and reflection law, for each frequency band of interest
can be considered. Moreover, it is also interesting to note
that this general approach can also be applied in room acous-
tics.

Whereas the absorption coefficient may be easily mea-
sured for building facades, the choice of the accommodation

coefficient and the reflection law is a more complicated prob-
lem. Although such problems have been investigated in room
acoustics, for the determination of the scattering and diffu-
sion coefficient of diffuse reflectors,13,14 only a few studies
have been carried out for building facades. Consequently,
there is no available result at the present time. In a practical
point of view, the choice of the accommodation coefficient is
not really a problem since any values between 0 and 1 can be
used. For the moment, Lambert’s law can be considered for
the reflection law. This already gave excellent results in the
sound field modeling in room acoustics15,16 as well in urban
acoustics.17,18 Moreover, the use of Lambert’s law makes it
possible to solve easily the transport equation with the above
boundary conditions, for a street canyon. This is presented in
the next section.

III. SOUND PROPAGATION IN A STREET CANYON
WITH LAMBERT’S REFLECTION LAW

As an example, the model is applied to the sound propa-
gation in an empty street canyon with partially diffusely re-
flecting surfaces characterized by Lambert’s Law. In this
case, the problem is completely defined by the transport Eq.
~5! with the boundary conditions~11!. However, nowadays,
there is no exact analytical solution for such a system of
equations. Although the problem could be simulated by nu-
merical Monte Carlo algorithm, the choice was done to find
an asymptotic solution.

Let us consider a street canyon, where the width is much
smaller than the length and height. For mathematical reasons
and in order to find an asymptotic solution, the sound absorp-
tion due to the pavement and the building facades, is ne-
glected during this step. However, in Sec. III B 2, the absorp-
tion will be introduced by a simple way. If the sound source
is located on the ground@Fig. 3~a!#, the sound propagation in
a street canyon is then similar to the propagation between
two parallel planes@Fig. 3~b!#. If the reflection law is sym-
metrical with respect to the normal to the facades and does
not produce grazing reflection~as Lambert’s law for ex-
ample!, then, the problem can be solved by an asymptotic
approach derived by Bo¨rgers et al.19 The aim of this ap-
proach is to show that the transport equation with the appro-
priate boundary conditions~see Sec. III A 1! may be reduced
to a diffusion equation. This result can be proved using ex-
tensive mathematical developments that are detailed in the
next section. In the first step of this mathematical derivation
~see Sec. III A 2!, the distribution function f (x,v,t)
5 f (x,y,z,v,w,t) is expressed as a product of two functions
q(x,y,t) andf(z,u,v,w). By considering Lambert’s law at
the building facade, the last functionf(z,u,v,w) can be
easily calculated, leading to a constant for everyz. It sug-
gests that the sound energy is uniform in the street section.
Afterward, the main problem is to determine the function
q(x,y,t), expressing the distribution of sound particles in a
parallel plane between the building facades. That is carried
out in the second step of the mathematical derivation~see
Sec. III A 3!. By considering the probabilistic path of a sound
particle between the two planes, it makes it possible to de-
termine the probability density function of the displacement
of the sound particles, which is simply equal toq(x,y,t).
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Function q(x,y,t) is then solution of a diffusion equation,
where the diffusion coefficient may be written as a function
of the accommodation coefficient and the street width.

A. Asymptotic model

1. Geometry

Mathematically, the propagation spaceY is defined by
the spacesX andZ such asY5X3Z, whereXPR2 andZ
P]0,h@ . The path of a sound particle inY is defined by its
positionx and its velocityv normalized to the speed of sound
c

H x5~x,y,z! with ~x,y!PX, zPZ,
v5~u,v,w! with ~u,v,w!P@2c,c#3@2c,c#

3@2c,c# and u21v21w25c2.
~12!

The boundary domain]Y of the space propagationY, is
simply equal to]Z3X, where]Z is a surface of planesz
50 andz5h. Without sound absorption, the boundary con-
ditions are only expressed in terms of specular and Lambert’s
reflections, defined, in the last case, by the equation

R~v,v8!5Auwu, ~13!

or, in spherical coordinates

H u5c sinu cosw,
v5c sinu sinw,
w5c cosu,
du dv dw5c2 sinu du dw,

~14!

by

R~u,u8!5Acucosuu, ~15!

whereA is found by considering the normalization condition
~10!. u is defined between 0 andp/2 for z50 and between

p/2 andp for z5h. w is varying from 0 to 2p. This normal-
ization condition implies

E
0

p/2E
0

2p

Ac3 cosu sinu dw du5Apc351, ~16!

leading to

A5
1

pc3 . ~17!

Substituting Eq.~17! in Eq. ~13! yields

R~v,v8!5
uwu
pc3 , ~18!

or, in spherical coordinates,

R~u,u8!5
ucosuu
pc2 . ~19!

According to the Eq.~11! the boundary condition is sim-
ply given by

f 2~x,v,t !5d f1~x,v* ,t !1
12d

pc3 E
G1

uw8u f 1~x,v8,t !dv8,

for xP]Y, vPG2. ~20!

2. Asymptotic form of the distribution function

Two changes in the transport Eq.~5! are necessary to
reach a diffusion approximation. First, the timet is rescaled
to t/«. Physically, this change means that long time is
needed to observe a mixture of the sound particles between
the planes. Second, the variablez is replaced by«z. That
means that the two planes are brought closer one to the other,
in order to have more changes of the sound particle velocity
direction, by increasing the frequency collision on the
planes. Finally, according to these changes, the aim of this

FIG. 3. Schematic representation of a street canyon
with a sound source located on the pavement~a!, as two
parallel and infinite planes~b!.
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approach is to study the limit of the distribution function
f (x,y,«z,u,v,w,t/«), noted f «(x,y,z,u,v,w,t) in the fol-
lowing developments, as« tending to zero and which is so-
lution of the transport equation

] f «

]t
1

1

«
u

] f «

]x
1

1

«
v

] f «

]y
1

w

«2

] f «

]z
50. ~21!

By construction, the boundary conditions of
f «(x,y,z,u,v,w,t) are the same as for the distribution func-
tion f (x,y,z,u,v,w,t) given at Eq.~20!, since they are only
applied on the particle velocity variable (u,v,w). According
to Eq. ~21!, one can have

w
] f «

]z
52«F« ] f «

]t
1u

] f «

]x
1v

] f «

]y G . ~22!

The limit of Eq. ~22! when« tends to zero, leads to

lim
«→0

w
] f «

]z
5 lim

«→0
2«F« ] f «

]t
1u

] f «

]x
1v

] f «

]y G50. ~23!

In this relation, variablesx, y, and t appear just as param-
eters. To the limit, the distribution fonction
f «(x,y,z,u,v,w,t) tends to a distribution function
f (x,y,z,u,v,w,t), which can be expressed as the product of
two functionsq(x,y,t) andf(z,u,v,w), such as

f ~x,y,z,v,w,t !5q~x,y,t !3f~z,u,v,w!, ~24!

wheref(z,u,v,w) is a positive function, normalized to unity

E f~z,u,v,w!dzdudvdw51, ~25!

and which verifies, from Eq.~23!,

w
]

]z
f~z,u,v,w!50. ~26!

The last result means that the distribution function is
constant between the planes. By extension, it suggests that
the sound energy in a street canyon is uniform on a street
section. It may be noted that this assumption has been al-
ready used by several authors.17,20,21 Following this
asymptotic approach, an expression off(z,u,v,w) for Lam-
bert’s law can also be given. The introduction of Eq.~24! in
the boundary Eq.~20! yields

uwuf2~z,v!q~x,y,t !

5duwuf1~z,v* !q~x,y,t !1~12d!E
G1

R~v,v8!uw8u

3f1~z,v8!q~x,y,t !dv8, vPG2, ~27!

where the notationsf1 andf2 are introduced to restrict the
function f to the setsG1 G2, corresponding to the incident
and reflected particles at the boundary. This equation can be
simplified by eliminatingq(x,y,t). Considering Lambert’s
law ~18! at z50 andz5h, Eq. ~27! gives the two following
boundary equations@Fig. 4#:

f~h,u,v,w!5df~h,u,v,2w!1~12d!
1

pc3

3E uw8uf~h,v8!dv8 for w,0, ~28!

f~0,u,v,w!5df~0,u,v,2w!1~12d!
1

pc3

3E uw8uf~0,v8!dv8 for w.0. ~29!

In addition, according to Eq.~26!, the function
f(z,u,v,w) does not depend onz. Then, the following
boundary conditions can be considered

f~h,u,v,2w!uw,05f~0,u,v,w!uw.0 , ~30!

f~0,u,v,2w!uw.05f~h,u,v,w!uw,0 . ~31!

The substitution of Eqs.~30! and~31! into the boundary Eqs.
~28! and ~29!, gives

f~h,u,v,w!5dFdf~0,u,v,2w!1~12d!
1

pc3

3E uw8uf~0,v8!dv8G1~12d!
1

pc3

3E uw8uf~h,v8!dv8 for w,0, ~32!

and

FIG. 4. Schematic representation of the reflection of a sound particle on
boundaries~a!. Vector projection on thez-axis for w,0 ~b! and forw.0
~c!. v8, v* , andv are respectively the incident velocity, the specific velocity
leading to specular reflection alongv, and the reflected velocity.w is the
projection ofv on thez-axis.
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f~0,u,v,w!5dFdf~h,u,v,2w!1~12d!
1

pc3

3E uw8uf~h,v8!dv8G1~12d!
1

pc3

3E uw8uf~0,v8!dv8 for w.0. ~33!

In Eqs. ~32! and ~33!, the calculation of each integral
gives a constant. Consequently, the last two equations may
be written more simply

f~h,u,v,w!5d2f~0,u,v,2w!1A for w,0, ~34!

and

f~0,u,v,w!5d2f~h,u,v,2w!1B for w.0, ~35!

whereA andB are two constants. Introducing Eq.~34! in Eq.
~35!, according to the sign ofw, it gives

f~0,u,v,w!5d2@f~0,u,v,w!1A#1B for w.0,
~36!

that leads to

f~0,u,v,w!5
Ad21B

12d2 5a2 for w,0, ~37!

wherea2 is a constant. A similar approach can be applied at
z5h, leading to

f~h,u,v,w!5
Bd21A

12d2 5a1 for w.0, ~38!

wherea1 is also constant. In order to definea1 and a2 ,
Eqs. ~38! and ~37! can be introduced in Eqs.~28! and ~29!,
giving

a25da11a1~12d!
1

pc3 E uw8udv8 for w,0, ~39!

a15da21a2~12d!
1

pc3 E uw8udv8 for w.0. ~40!

It can be noticed that this system of linear equations has
only one solution, given bya15a2 . Finally, the constant
a1 is found by applying the condition of normalization given
by Eq. ~25!

E f~z,u,v,w!dz du dv dw

5a1E
0

h

dzE du dv dw5a14phc251, ~41!

that gives

f~z,u,v,w!5a15
1

4phc2 . ~42!

As expected,f(z,u,v,w) only depends on the street
width h. The distribution of the sound energy is inversely
proportional toh.

The last work is to findq(x,y,t) expressing the spatial
and temporal distribution of sound particles in a plane (xOy)
between the planesz50 or z5h. Since the sound particle

distribution is uniform between planes, the problem may be
considered in any planes. In the next sections, an expression
of the functionq(x,y,t) is derived by probabilistic consider-
ations on the horizontal displacement@i.e., parallel to the
(x,y) plane# of a sound particle between the two main
planes. The main idea is to break up the trajectory of a par-
ticle between the planes~Fig. 5!, in two types of elementary
path: one corresponding to two successive Lambert’s colli-
sions with the plane~pathAB in Fig. 5 for example! and a
second corresponding to two Lambert’s collisions including
n specular reflections~pathsBG andGI in Fig. 5, with 4 and
1 specular reflections, respectively!. All the sound particles
trajectories can be described by a succession of elementary
paths, each one defined by the distribution of distance of
propagation, and by the flight time between two Lambert’s
reflections, without and with specular reflections. Then, by
applying the central limit theorem, the distribution of dis-
tance of propagation for any sound particle trajectory be-
tween the planes@i.e., q(x,y,t)] may be determined. This
development is detailed in the next sections.

3. Path of a sound particle between two successive
Lambert’s reflections

a. Distribution of the horizontal distance of propaga-
tion. Let us assume that the initial reflection of a sound par-
ticle at (x,y)5(0,0) is defined by a Lambert’s reflection. The
sound velocity, after reflection, is then distributed over the
half-spaceR23R1, at z50, or over the half-spaceR2

3R2, at z5h, according to Lambert’s Law, by the density
probability ~18!. After this first reflection, the sound particle
is propagating along a straight line, between the two planes.
The distance of propagation is then depending on the sound
velocity w @Fig. 6#. Mathematically, the projection in the

FIG. 5. Two-dimensional path of a sound particle between two planes, with
Lambert’s reflections~s! and specular reflections~d!.

FIG. 6. Sound particle displacement from the planez50 to the planez
5h. The projection of the distance of propagation, in the (xOy) plane, is

notedhj̃. v5(u,v,w) is the reflected velocity.
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plane (xOy) of the propagation distance between the fa-
cades, can be written ashj̃, wherej̃ is a random variable,
given by

j̃5
Au21v2

uwu
5

Ac22w2

uwu
. ~43!

According to the probability theory,22 the associated rep-
artition function forj̃ is given by

P~ uhj̃u<hr !5P~ u j̃u<r !

5E
Ac22w2/r

1` E
2`

1`E
2`

1`

R~v,v8!du dv dw, ~44!

for r .0, which can be easily calculated in spherical coordi-
nates:

P~ u j̃u<r !5
1

p E
0

2pF E
0

arctan(r )

cosu sinu duGdw

5
r 2

11r 2 . ~45!

By definition, the probability density is found by deriv-
ing the repartition function. Derivation of Eq.~45! leads to

G̃~r !5
2r

~11r 2!2 . ~46!

Thus, the distribution of the horizontal distance of propaga-
tion after a Lambert’s reflection, is given by

hG̃~r !5h
2r

~11r 2!2 . ~47!

b. Flight time of propagation between two collisions.
Following the same method, the fight time of propagation
between two collisions~after a Lambert’s reflection! can be
easily calculated. Considering a sound particle leaving, for
example, the plane atz50, with a sound velocityv
5(u,v,w), it will takes a time

ht̃5
h

uwu
, ~48!

for hitting the opposite plane, wheret̃ is a random variable.
The flight time of propagation between two collisions is
found by calculating the first moment ofht̃, notedE(ht̃),
given by, for Lambert’s Law

E~ht̃ !5hE~ t̃ !5E
0

1`E
2`

1`E
2`

1` h

uwu
R~v,v8!du dv dw.

~49!

In spherical coordinates, Eq.~49! leads to

hE~ t̃ !5
h

pc E0

p/2

tanu duE
0

2p

dw5
2h

c
. ~50!

4. Path of a sound particle between two Lambert’s
reflections, including n specular reflections

a. Distribution of the distance of propagation. Let us
consider a sound particle, submitted ton specular reflections
between two Lambert’s reflections. According to the specular

reflection properties, the reflection angle and the incident
angle are equal after each specular reflection. The distribu-
tion of the distance of propagation betweenn successive
specular reflections is then defined by the probability~46!,
corresponding to the propagation after the first Lambert’s
reflection.

Using the definition of the accommodation coefficientd,
the probabilityP(n5k) that n5k specular reflections occur
between two successive Lambert’s reflections, is equal to the
probabilitydk ~corresponding tok specular reflections! times
the probability (12d) that the last reflection is a Lambert’s
reflection

P~n5k!5~12d!dk. ~51!

As suggested above, the distance between two succes-
sive reflections is equal to the first distance of propagation.
Then, the total distance of propagation, corresponding ton
specular reflections between two Lambert’s reflections is
equal tohj5h(11n) j̃, wherej is a random variable. The
probability thatuhju,hr is then given by

P~ uju,r !5P@~11n!u j̃u<r #. ~52!

The two random variablesj̃ and n being independent,
this last relation can be simplified as follows:

P~ uju,r !5 (
k51

1`

P@~11n!5k,ku j̃u<r #,

5 (
k51

1`

P@~11n!5k#3P~ku j̃u<r !,

5 (
k51

1`

P@~11n!5k#3P~ u j̃u<r /k!,

5 (
k51

1`

~12d!dk21E
0

r /k

G̃~s!ds. ~53!

The probability density associated to the horizontal dis-
tribution of propagation, and corresponding ton specular
reflections between two Lambert’s reflections is then equal to

G~r !5 (
k51

1`

~12d!dk21
1

k
G̃S r

kD . ~54!

b. Flight time of propagation. By definition, the flight
time corresponding ton specular reflections between two
Lambert’s reflections, is equal to the first moment ofht
5h(11n) t̃ ~see Sec. III A 3b!, then by

E~ht!5hE@~11n!t̃ #. ~55!

The two random variablest and n being independent,
this last relation can be simplified to give

E~ht!5E~11n!3hE~ t̃ !. ~56!

The last term of the right member of this equation is
given at Eq.~50!. The first term is simply the first moment of
the probability density~51!, which can be easily calculated.
Finally, the corresponding flight time is given by
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E~ht!5
1

12d
3

2h

c
. ~57!

5. Application of the central limit theorem

With the knowledge of the probability distributions of
the horizontal displacements between Lambert’s reflections
~including 0, 1 or more specular reflections!, the objective of
this last part is to determine the distribution of the sum of
these random variables, corresponding to the propagation of
a sound particle including multiple successive Lambert’s re-
flections, with and without specular reflections.

Let us denoteSk the sum of realizationsj i of the inde-
pendent random variablesj, by

Sk5(
i 51

k

j i . ~58!

With this definition, a sound particle leaving one of the
two planes at (x,y)5(0,0), and which will realizek Lam-
bert’s reflections, will travel a horizontal distancehSk . If the
second moments ofj were finite, then the central limit theo-
rem for random variables of finite variance would imply that
hSk converges, in distribution, to a normal distribution. In
order to evaluate this convergence, the method consists in
finding an asymptotic expansion of the characteristic func-
tion w(hl) of the random variablehSk

w~hl!5E@exp~ ilhSk!#. ~59!

d The first step is to investigate the characteristic function
f̃(l) of j̃, which is given~by definition! by

f̃~hl!5E@exp~ilj!#5
1

2p E
0

`E
0

2p

G̃~r!exp@iulur cosu#du dr.

~60!
Then, the asymptotic approach detailed by Bo¨rgerset al.19

gives

f̃~l!511
ulu2

2
logulu1O~ulu2!. ~61!

d The second step is to find an appropriate expansion for the
characteristic functionf~l! of j. Using Eq.~61!, f~l! is
given by

f~l!5
1

2p E
0

`E
0

2p

G~r!exp@iulur cosu#du dr,

5
1

2p E
0

`E
0

2p

(
k51

1`

~12d!dk21
1

k
G̃SrkD

3exp@iulur cosu#du dr,

5(
k51

1`

~12d!dk21f̃~l!,

511
11d

2~12d!2
ulu2 logulu1O~ulu2!. ~62!

d The last step is to write the characteristic functionw(hl)
of the random variablehSk . The independence of the ran-
dom variablej i , leads to

w~hl!5E@exp~ ilhSk!#,

5$E@exp~ ilhj!#%k,

5@f~hl!#k,

5F11
11d

2~12d!2 ulu2h2 loguluh1O~h2!Gk

. ~63!

According to the central limit theorem,19 k should be
aboutO(1/h2 logh21) in order for thehSk to converge to a
normal distribution. A timescale can now be deduced in such
a way that the number of flight segments over the appropri-
ate scaled time interval is of this order inh. For realt.0, let
us define

mh~ t !5F t

hE~t!G5F ~12d!c

2h
t G , ~64!

where@a# denotes the largest integer less than or equal toa.
Let us define, for a timet.0

t5
th

h log~1/h!
. ~65!

Substitutingt by Eq. ~65! in Eq. ~64!, one can remark that
k5mh(th) is aboutO(1/h2 logh21). Finally, according to the
central limit theorem, to the limit ofh tending to 0,hSk

converges to a normal distribution, such as

w~hl!5@f~hl!#mh(th)→expS 2s2t
ulu2

2 D , ~66!

with

s25
~11d!

~12d!

c

2
. ~67!

This last equation expresses that the limit of thew(hl)
is the characteristic function of a two-dimensional, normally
distributed, random variable with covariancets2 and whose
probability density functionG(x,y,t) is defined by

G~x,y,t !5
1

2pts2 expF2
x21y2

2ts2 G . ~68!

The probability densityG describes the spatial and tem-
poral distribution of sound particles in the horizontal plane
z50, and is equal, by construction, to the functionq(x,y,t).
Moreover, by definition, Eq.~68! is solution of the following
diffusion equation:

]

]t
q~x,y,t !2K ]2

]x2 q~x,y,t !2K ]2

]y2 q~x,y,t !50, ~69!

whereK is defined as the diffusion coefficient, by

K5h
s2

2
5

~11d!

~12d!

hc

4
. ~70!

This result shows that the sound particles displacement
between the planes may be approached by a diffusion pro-
cess. By analogy, it means that the sound field between the
planes is also a solution of a diffusion equation defined by
only one parameter, the diffusion coefficient. This coefficient
expresses the diffuse behavior of the boundaries by including
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the part of diffuse and specular reflections through the ac-
commodation coefficientd. According to Eq.~70!, the diffu-
sion coefficientK decreases withd, which means that the
energy of the sound field will need more time to spread be-
tween the planes@Fig. 7#. On the other hand, whend in-
creases, the reflection becomes more specular, and the sound
energy spreads very quickly. Moreover, as expected, the dis-
tance between the planes~i.e., the street width! is also intro-
duced in the expression of the diffusion coefficient. When
the planes are closer, the sound energy remains for a long
time at the same place, while, for larger distances between
planes, the sound energy will be distributed very quickly.

In addition, this result gives a mathematical justification
of a previous work,23 where the solution of a diffusion equa-
tion was already used to model the sound propagation in
urban areas. However, at that time, the diffusion coefficient
was found by simple hypothesis, and through a fitting on
experimental data. Within the framework of the experimen-
tation given in Ref. 23, the diffusion coefficient along the
main axis of a street canyon of length 96 m and width 8 m,
was estimated at 3360 m2/s. This value is quite in agreement
with Eq. ~70!, by assuming Lambert’s reflections and in con-
dition of takingd50.66. It means that the boundaries were
more specular than diffuse in this street.

B. Sound energy in the street

Although it should be possible to consider a street can-
yon as two infinite and perfectly reflecting planes, the choice

was done now to consider a more realistic geometry. Let us
consider a three-dimensional street of lengthL, width h, and
height H, with a sound source located in the middle of a
street section at (x0 ,y0) in the street@Fig. 8#. According to

FIG. 7. Variation of the normalized diffusion coefficientK/c with the street width and the accommodation coefficient.

FIG. 8. Geometry of the street and representation of the boundary condi-
tions: V1 , V2 , andV3 represent the incident sound particles at the open-
ings atx5L, x50 andz5H, respectively.V4 represents the incident sound
particles on the pavement.
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the previous result, the sound distribution in the (xOy) di-
rection follows a diffusion process, in such a way that the
sound energy density in the street is the solution of the dif-
fusion Eq.~69!. In order to have a more realistic solution of
the temporal and spatial distribution of sound energy in the
street, the sound absorption by the openings, the pavement
and the building facades must be introduced in the diffusion
model. However, these boundary conditions have to be con-
sistent with the transport theory.

1. Absorption by the openings

Absorption at the openings can be taken into account by
introducing an exchange coefficienthopenin the conventional
boundary conditions of the diffusion equation, at both ex-
tremities and at the opened top, respectively, by

2K ]q~x,y,t !

]x
5hopenq~x,y,t ! at x5L,

;zP@0,h#, ;yP@O,H#, ~71!

K ]q~x,y,t !

]x
5hopenq~x,y,t ! at x50,;zP@0,h#,

;yP@O,H#, ~72!

and

2K ]q~x,y,t !

]y
5hopenq~x,y,t ! at y5H,

;xP@O,L#, ;zP@0,h#. ~73!

From Eq. ~24!, the distribution function may be written as
the product of two functionsq(x,y,t) andf(z,u,v,w). For
example, the total flow of sound energy at the extremityx
5L should be written

J1~L,y,z,t !52K ]q~x,y,t !

]x U
x5L

3E
V1

f~z,u,v,w!du dv dw, ~74!

5hopenq~L,y,t !

3E
V1

f~z,u,v,w!du dv dw, ~75!

whereV1 @Fig. 8# is defined by

V15$@x5~L,y,z!;v#/vPR3,0,n"v%, ~76!

and wheren is the outgoing normal to the opening.V1 ex-
pressed the sound particles whose velocity are oriented along
the normal to the opening. In an equivalent way,V2 andV3

can also be defined for the opening atx50 andy5H. From
Eq. ~3!, the outgoing sound particle flow at the openings, can
also be expressed by

J~x,y,z,t !5E uv"nu f ~x,y,z,u,v,w,t !du dv dw, ~77!

which gives, atx5L

J18~L,y,z,t !5q~L,y,t !E
V1

uf~z,u,v,w!du dv dw.

~78!

By construction, Eqs.~78! and ~75! are equal. Since
f(z,u,v,w) is constant for Lambert’s Law, the exchange
coefficienthopen must verify

hopenE
V1

du dv dw5E
V1

u du dv dw. ~79!

The last two integrations can easily be performed using
the spherical coordinates~14!, leading to~at x5L)

hopen5
c

2
. ~80!

A similar approach may be used for the absorption atx
50 and at the opened topy5H, using the boundary condi-
tions ~72! and~73!, respectively, giving the same expression
for the exchange coefficient. As expected, the exchange co-
efficient at the opening only depends on the reflection law
and the speed of soundc, but not on the street size.

2. Sound absorption by the pavement and the building
facades

The same procedure can also be used for the sound ab-
sorption by the pavement and the building facades. Let us
consider the exchange coefficienthp of the street pavement.
The standard boundary condition for the street pavement can
be written

K ]q~x,y,t !

]y
5hpq~x,y,t ! at y50 ;xP@O,L#,

;zP@0,h#. ~81!

According to the definition of the distribution function, the
total energy flow which is absorbed by the pavement, aty
50, is written

J4~x,0,z,t !5q~x,0,t !E
V4

vf~z,u,v,w!du dv dw, ~82!

whereV4 @Fig. 8# is defined by

V45$@x5~x,0,z!;v#/vPR3,0,n"v%. ~83!

The total energy flow of sound particles through the
pavement can also be found using Eq.~24!. The sound en-
ergy absorbed by the pavement is the product between the
total energy flow through the pavement and the absorption
coefficientap of the pavement

J48~x,0,z,t !5apE
V4

uvu f ~x,0,z,u,v,w,t !du dv dw. ~84!

By construction, Eqs.~82! and ~84! are equal, that im-
plies

hpE
Y

du dv dw5apE
V4

v du dv dw, ~85!

leading to the exchange coefficient of the pavement
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hp5ap

c

2
. ~86!

As expected, the exchange coefficient of the pavement is
equivalent to the product of the exchange coefficient of the
open top with the absorption coefficient of the pavement. It
may be noted that this procedure cannot be applied to the
building facades atz50 andz5h, since the diffusion pro-
cess~i.e., the diffusion equation! is only valid in thex andy
directions. However, the sound absorption by building fa-
cades may have a major part in the sound decay in the street,
and then, cannot be neglected. In order to take it into account
in the model, a simple way is to introduce the absorption
coefficient of the building facades in the exchange coeffi-
cient of the pavement. Let us consider the total equivalent
absorption area of the street~without the openings!

A5aphL12a fHL, ~87!

5hLS ap12
H

h
a f D , ~88!

5hLap8 , ~89!

whereap8 is the equivalent absorption coefficient of the pave-
ment, including the absorption by the building facades. With
this definition, the exchange coefficient of the pavement, in-
cluding the facade effects, is

hp85ap8
c

2
5Fap12

H

h
a f G c

2
. ~90!

3. Solution of the diffusion equation

The sound energy in the street is the solution of the
diffusion Eq. ~69!, in accordance with the boundary condi-
tions ~71!–~73! at the openings, and Eq.~81! ~with hp8 in-
stead ofhp) at the pavement. A similar solution was already
proposed in Ref. 24 and can be written

q~x,y,t !5 (
n51

`

(
m51

`
an

un

bm

vm
Fun cosS unx

L D
1BopensinS unx

L D GFvm cosS vmy

H D
1Bp sinS vmy

H D GexpF2S un
2

L2 1
vm

2

H2DKtG , ~91!

where thean , bm , un , andvm coefficients verify

~un
22Bopen

2 !tanun52Bopenun , ~92!

and

~vm
2 2BpBopen!tanvm5~Bp1Bopen!vm , ~93!

where Bopen5hopenL/K and Bp5hp8H/K. The ratio an /un

and bm /vm are given by the initial conditions. For a point
source at (x0 ,y0), they are expressed by

an

un
5

2

L

un cos~unx0 /L !1Bopensin~unx0 /L !

un
21Bopen

2 12Bopen
, ~94!

and

bm

vm
5

2

H

vm cos~vmy0 /H !1Bp sin~vmy0 /H !

vm
2 1Bp

212Bp1cos2 vm~vm
2 1Bp

2!~Bopen2Bp!/~vm
2 2BpBopen!

. ~95!

The reverberation time, at position (x,y) in the parallel
plane to the building facades, can be determined by estimat-
ing the slope of the decay given by Eq.~91!. The sound level
in the stationary state, at position (x,y), is found by integrat-
ing Eq. ~91! over the timet.

In order to validate the transport approach and the dif-
fusion model, Eq.~91! has been compared with experimental
results obtained in a street canyon. This is described in the
next section.

IV. EXPERIMENTAL VALIDATION

A. Measurements in a street

A recent experiment25 was realized in a pedestrian street
of 210 m long, 18 m high, and 7.90 m wide@Fig. 9#. The
morphology of the building facades was uniform all along
the street and was composed by a periodic arrangement of
windows. The facades was mainly constituted by stone,
glass, and woodworks with a low absorption coefficienta f

around 0.05. This absorption coefficient is slightly smaller
than some values suggested in Ref. 26, for example, but

seems more suitable for the Kervegan street. The pavement
made of cobblestones was considered as a perfectly reflect-
ing surface (ap50).

The sound source~a pistol shot! was located 0.52 m
above the pavement at 50 m from the west end of the street
@Fig. 9#. An array of nine microphones was moved from 6 to
50 m from the sound source, step by step every 2 m. A
reference microphone was also located 2 m from the sound
source, to activate the data acquisition. Acoustic measure-
ments were performed with AVM MI17 ICP microphones,
Brüel and Kjær microphones type 4135, 4165, and GRAS
microphones type 40AF, fixed on Bru¨el and Kjær preamp-
lifier type 2619 and 2639. Measurements~i.e., impulse re-
sponses! were recorded on an integrated digital recorder
TEAC GX-1 with AR-GXMC and AR-GXPA input amp
cards, connected to a PC notebook. The sample frequency
and the recording time were, respectively, 20 480 Hz and 3 s.
A 10 kHz low pass filter was applied on each acquisition
channel. A meteorological data acquisition system was also
set up in the street for the measurement of the temperature,
atmospheric pressure, humidity, and wind speed. To avoid
the small fluctuations of the sound source between two con-
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secutive shots, five measurements~i.e., five pistol shots!
were recorded for each location of the array of microphones.

In order to consider only the effect of the street mor-
phology on the sound propagation in the street, the atmo-
spheric attenuation was compensated on each impulse
response.27 Sound levels and reverberation timesRT30 were
calculated for each 1/3 octave bands between 500 and 5000
Hz and for each impulse response. Then, values were aver-
aged over the five measurements for each position along the
street and for each microphone.

B. Model validation

As presented in Ref. 25, the measurements show that
reverberation times and sound pressure levels are quite uni-
form inside a street section, even very close to the sound
source, for all 1/3 octave bands between 500 and 5000 Hz.
The model is then in agreement with the experimental re-
sults. It suggests that it is reasonable to assume a uniform
sound field in a street section.

Since the reverberation time and the sound level may be
assumed constant along the width, the data are averaged in
order to give a mean value for each measurement section and
for each 1/3 octave band. Moreover, as presented in Ref. 25,
the shape of the sound attenuation in the street are almost
similar for each 1/3 octave band. The sound attenuation are
also averaged over the frequency range between 500 and
5000 Hz, to give a single reference curve for the sound at-
tenuation in the street. The direct field is compensated to
consider the reverberant field only.

Inversely, it was shown25 that the sound decay for each
measurement section is frequency dependent~the RT30 de-
creases with the frequency!. Thus, the upper and the lower

limits of the measured reverberation times along the street,
compose the reference curve for the sound decay in the
street.

Since no information is available for the accommodation
coefficient of the building facades, the solution of the diffu-
sion equation is calculated for several values ofd between 0
~perfectly diffuse! and 1~perfectly specular!, and compared
to the references curves.

Figure 10 shows the comparison for the reverberation
times along the street, with the solution of the diffusion
equation ford50.2 to 0.9. It can be observed that the model
is in agreement with experimental data ifd is contained be-
tween 0.4 and 0.7. At low frequency, the best agreement is
obtained with lower accommodation coefficient. In contrary,
for high frequencies,d must be larger. Figure 10 also shows
that the reverberation time is very sensitive to the choice of
the accommodation coefficient. A small change ind pro-
duces large variations of the reverberation time.

Figure 11 presents the mean sound attenuation measured
along the street, compared to the diffusion model ford be-
tween 0 and 0.9. When regarding near the sound source, it
seems that all accommodation coefficients are consistent
with the experimental results. However, when the source-
receiver distance increases, the diffusion model fails for
lower accommodation coefficient. The best agreement is ob-
tained ford between 0.8 and 0.5, which is more or less in
agreement with the conclusion relative to the reverberation
time. The Kervegan street is an ancient street with highly
modulated facades, which explains why the accommodation
coefficient should be smaller~i.e., the building facades are
very diffuse!. For streets with modern buildings, the accom-
modation coefficient should be larger~i.e., reflections should
be more specular!.

FIG. 9. Measurements in the Kerve-
gan street~Nantes, France!. Location
of the microphones array along the
street~a! and in the street section~b!.
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It can also be noted also that the diffusion model is very
sensitive to the choice of the absorption coefficient for the
determination of the reverberation time, while, for the sound
attenuation along the street, a small variation of the absorp-
tion does not fundamentally change the shape of the curves.
Overall, considering the uncertainties on the absorption co-
efficients and the reflection law principally, the diffusion
model gives consistent results with experimental data.

V. CONCLUSION

A general approach, based on the transport theory of
sound particles, has been investigated for the sound field

modeling in architectural acoustics. Using simple consider-
ations, it is shown that the sound energy in a diffusely re-
flecting enclosure could be the solution of transport equation.
For street canyons, using Lambert’s reflection law, the trans-
port equation may be reduced to a diffusion equation for the
sound energy. The whole process is then characterized by the
diffusion coefficient, which takes into account the street
width and the accommodation coefficient. In order to solve
the diffusion equation, exchange coefficients are introduced
in the boundary conditions to predict the absorption by the
openings, the pavement, and the building facades of the

FIG. 10. Reverberation times calcu-
lated by the diffusion model ford
50.2,0.3,...,0.9 compared with the
experimental data measured in the
Kervegan Street. Experimental data
are symbolized by the domain defined
by the upper and the lower limits
~filled in gray!. Analytical solutions
are represented by continuous lines,
and noted on the right of the figure.
Solutions withd54 to d50.7 ~thick
lines! are consistent with experimental
data.

FIG. 11. Calculated sound level ford
50.0,0.1,...,0.9, compared with ex-
perimental data. Solutions withd
50.5 to d50.8 ~thick lines! are con-
sistent with measurements.
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street. The solution of the diffusion equation is given and
compared to experimental data, with a nice agreement both
for the reverberation time and the sound attenuation.

In spite of the complexity of the scattering of sound by
building facade, only one parameter, the diffusion coeffi-
cient, has to be introduced in the model. This is the main
result. In the present paper, the expression of the diffusion
equation is given for Lambert’s law, but similar develop-
ments could be also investigated for any reflection law hav-
ing a symmetry around the normal to the wall, and without
grazing reflection. For more complicated laws, other
asymptotic approaches should be envisaged. In a practical
point of view, it will be interesting to consider real reflection
laws ~instead of Lambert’s law! and appropriate accommo-
dation coefficients for the building facades, in order to vali-
date and apply the model in all types of urban areas. That is
also needed to estimate or measure these two parameters, as
already done in room acoustics. In addition, it can also be
noted, that, in practice, building facades may be different on
both sides of the street, for the absorption or the diffusion. It
should also be necessary to include this into the model. In
addition, instead of including the sound absorption by build-
ing facades in the boundary conditions of the diffusion equa-
tion, it could be more accurate to include absorption in the
transport approach directly, when developing the asymptotic
solution. At last, it would also be interesting to investigate
the generalized transport Eq.~6! in order to have a more
accurate model of the sound field description in urban areas.
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A recently developed apparatus permits the detection of buried objects, such as landmines, by
remotely sensing the variations of ground vibration that occur over the buried object with a laser
Doppler vibrometer~LDV !, when the ground is insonified by means of acoustic-to-seismic
coupling. As it is currently implemented, the LDV scans individual points on the ground. The
technique shows much promise, but it is slow when compared to some other techniques. This work
demonstrates that mines can be detected as the LDV beam moves continuously across the ground,
by using an optimal time-frequency representation of the LDV signals. This improvement has the
potential to significantly increase scanning speeds. The vibrometer output signal is analyzed by
means of time-frequency representations, which exhibit characteristic acoustic ‘‘signatures’’ when
scanning over buried objects. The most efficient representation appears to be the smoothed
spectrogram weighted by the time-frequency coherence function. It detects the searched signal
energy enhancements while filtering out most features due to speckle noise. Detection is then
efficiently achieved by searching simultaneous extrema of the marginals and moments of this
representation. Experiments show that scanning speeds up to 3.6 km/h can be achieved for
successful detection of buried landmines in outdoor ground. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1806824#

PACS numbers: 43.60.Qv, 43.60.Gk, 43.60.Rw@JCB# Pages: 2984–2995

I. INTRODUCTION

Over the last few years, a new acoustic technique to
detect buried objects has been developed.1 Its first applica-
tion is the detection of landmines,2–4 as landmines have pro-
liferated in many of the world’s conflicts. Current conven-
tional detectors rely on detecting the metallic parts of
landmines, causing many manufacturers to focus their efforts
in building nonmetallic landmines. Therefore, there is a need
for new techniques aimed at detecting nonmetallic objects.
Among those, this new acoustic technique appears to be very
successful in terms of detection probability and false alarm
rate.5

This technique relies on theacoustic-to-seismic~A/S!
coupling phenomenon. The physics of airborne sound pen-
etrating into the ground has been well described.6–10Outdoor
ground is a particulate material containing air-filled pores. It
permits the coupling of energy from an airborne acoustic
wave into waves propagating through both its frame and
through the fluid contained in its pores. A buried object
~sometimes referred to as ‘‘target’’ in this study! presents a
different acoustic impedance to waves traveling through the
ground because it lacks porosity. Recently, Donskoy11 has

shown that the acoustic compliance of a mine is much
greater than that of the soil media. As a result, the buried
object scatters the incident acoustic energy. This yields a
local enhancement of the A/S coupled motion in the soil over
a buried object that can be detected by measuring the ground
surface vibration.

The first successful experiments using a laser Doppler
vibrometer~LDV ! to detect A/S coupled ground motion12 led
to the development of the actual landmine detector proto-
type, which has been proven efficient over the past several
years.2–4 Additionally, modeling13–17 has shown the influ-
ence of buried objects on the A/S coupled surface vibration.
In its current configuration, the landmine detection technique
consists of first insonifying the ground by means of A/S cou-
pling. A LDV remotely measures the ground vibration at
discrete points along a virtual grid projected on the ground,
with the laser beam going from one point to the next one. A
map of ground vibration is constructed from the LDV mea-
surements made over this grid and makes possible the detec-
tion of local variations of the vibration induced by buried
objects. Because outdoor measurements are often conducted
under hostile experimental conditions and because the rough-
ness of natural ground causes the LDV signals to be cor-
rupted with speckle noise, time averages have to be per-
formed for each LDV measurement. Consequently, the time
required for data acquisition can be incompatible with real
applications.

To overcome this problem, the present study proposes to
assess the feasibility of detecting buried objects by sweeping
the laser beam across the ground. Spatial variations of
ground vibrations along a straight line are then detected by
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means of a single continuously scanning LDV measurement
similar to the method used by Khanet al.18 The first advan-
tage of this technique is an important decrease in scan-time
since the laser beam does not have to stop at each grid point.
Moreover, the landmine detector can be mounted on a mov-
ing vehicle, for use in road demining missions. A system that
scans continuously is better suited for such applications.

Performing suitable and efficient processing of the LDV
signal is then compulsory, and the main contribution of this
paper concerns this problem. The signal to be analyzed is a
superposition of sine waves with time-varying amplitudes
and phases, corrupted by many optical noise artifacts. Its
representation in the time-frequency plane exhibits character-
istic features accounting for energy increases when scanning
above a target, referred to in the following as a ‘‘mine sig-
nature.’’ A mine signature can thus be detected by using
time-frequency representations.19 Time-frequency is a ‘‘natu-
ral’’ approach to this problem as the time variable is imme-
diately interpretable as a spatial position and frequency con-
tains the clues for target presence. Adaptations of the
classical spectrograms20 are then achieved in order to detect
the typical changes of signal spectral content that are associ-
ated with the presence of a target. In the case of high scan-
ning speed, the rarely used notion of time-frequency coher-
ence appears to be of great practical interest to filter out
nonacoustic contributions in this application.

Section II presents the acoustic detection technique. The
proposed sweeping LDV scanning is then described in Sec.
III. Section IV discusses the signal processing tools needed
to process the LDV signals; it starts from the well-known
spectrogram and presents how an efficient tool can be devel-
oped from it, given the physical phenomena that must be
detected. Section V is a synthesis of the results and system
performances achieved in this study in terms of scanning
speed, target depth, and ground nature.

II. ACOUSTIC DETECTION OF BURIED OBJECTS

A. Physical background

When airborne sound is present on the surface of a soil,
air contained within the connected pores in the soil is caused
to oscillate in and out of the pores. In this way, the energy
from the vibrating air above the soil surface couples with the
air in the soil pores. This process is both dependent on the
frequency of the sound waves and on the properties of the
soil. Hence, the penetration of the sound waves is strong if
the air permeability is high; conversely, low air permeability
leads to weak coupling between vibrations of air above the
surface and air in the pores.8 Through momentum transfer at
the air–soil boundary and viscous friction at the pore walls,
some energy is also transferred to the soil frame. This trans-
fer of energy can be successfully described by Biot’s
model.7,9

The Biot equations of motion include two compressional
wave solutions that propagate simultaneously in both fluid
and solid and have different propagation constants.6 The
waves are referred to as the waves of the first and second
kind, or simply as ‘‘fast’’ and ‘‘slow’’ waves. The fast wave
is relatively unattenuated, nondispersive, and most of the

wave’s energy is contained in the matrix displacement. Con-
versely, the slow wave is highly attenuated with depth and
very dispersive and most of the energy is in the fluid. The
key aspect of the physics of air-filled solids as used in the
acoustic technology for mine detection is that air-borne
sound is preferentially coupled into the soil through the slow
wave, as was shown experimentally in Ref. 10. Although
most of the energy of the slow wave is contained in the fluid
displacement, it can be observed by sensing the matrix dis-
placement or velocity. This can be achieved, for example, by
measuring the vibrational velocity of the surface.

The speed of this slow wave is much slower than the
sound speed in air, so the slow wave is refracted towards the
normal. It seems then highly plausible that it scatters from
targets buried in soils~or even from inhomogeneities of soil
properties! and reflects back to the surface, which locally
increases the vibrational velocity of the surface. Kargl21

modeled the scattering of the slow wave with sea mines bur-
ied in sediment. Recent works13,14aim at modeling the phys-
ics of scattering from buried objects in air-filled porous ma-
terials, but it is clearly observed experimentally by sensing
the surface velocity of a soil acoustically excited by A/S
coupling.1

B. Experimental setup

Soil is acoustically excited with two loudspeakers gen-
erating airborne sound waves directed towards the ground at
sound pressure levels of about 100 dB, C-weighted. The re-
sulting A/S-coupled vibration is remotely estimated by using
a LDV ~PSV 200 manufactured Polytec P I, Inc.!. The LDV
emits a laser beam onto the vibrating surface of the ground
area under test. The surface vibration causes a Doppler shift
of the reflected light, which is sensed by a photo detector.
The output of the photo detector is a frequency-modulated
signal whose modulating signal is the vibrating surface ve-
locity. After demodulation, the obtained signal is a voltage
proportional to the instantaneous velocity of the point where
the laser beam strikes the ground.

A set of LDV measurements is carried out at discrete
points of a virtual grid projected onto the surface. Typically,
the grid contains 16316 points, evenly spaced over a square
meter. In such an arrangement, the spatial resolution is ap-
proximately 6 cm. This spatial resolution can be adjusted as
a function of the expected size of the buried object. In the
usual configuration, the excitation signal is a pseudo-random
noise covering a frequency range between 80 and 300 Hz.
Experience has shown that this band contains frequencies for
which buried objects present are most visible. The measured
vibrational velocity is collected, Fourier-transformed, and
averaged in the complex frequency domain. More details
about the detection and the associated processing may be
found in Ref. 1 or 3. An image is constructed showing the
mean ground velocity amplitude within a given frequency
band. The presence of a mine is indicated by an area of local
velocity enhancement in this frequency band. Figure 1, taken
from Ref. 2, shows an example: a VS 2.2 plastic mine is
buried at a depth of 7.5 cm. In Fig. 1~a! the color dots show
the 16316 LDV measurement locations with integrated ve-
locity values in the frequency band between 130 and 160 Hz
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~color scale is given!. In Fig. 1~b! a color map is derived
from Fig. 1~a! after interpolation and spatial filtering. The
presence of the buried mine is clearly visible in this example.
The grid covers an area of one square meter.

As mentioned in Sec. I, outdoor conditions and natural
ground roughness greatly increase the noise level. It is then
that the processing of LDV signals with bad signal-to-noise
ratios can be critical. A single-point measurement requires
the laser beam to be kept still as the signals are collected so
that averages can be computed and the velocity spectrum

estimated. The required time for the laser beam to be kept at
the same point strongly depends on experimental conditions
such as ground surface, wind, etc. After completion the laser
beam is moved to the next point. Scanning along a 1-m-long
line can take from about 20 s to more than a minute, and
scanning a whole square meter can take up to 20 min. This
procedure gives excellent results in terms of detection prob-
ability and false alarm rate,1 but its main drawback is that it
is time-consuming and the time required for data acquisition
is not compatible with real applications.

III. CONTINUOUSLY SCANNING LDV

A. Principle

In order to reduce the time required for detection, the
possibility of using a continuously scanning LDV has been
investigated. This is achieved by sweeping the laser beam
over the ground with a constant velocity. In other words, the
ground velocity variations are measured by means of a single
‘‘sweeping’’ measurement along a straight line parallel to an
axisxW , as plotted in Fig. 1~a!. For this last example~see Sec.
II !, the velocity map of a square meter can then be obtained
by sweeping the laser beam along 16 parallel lines instead of
16316 measurements with the grid method. This new pro-
cedure is a good candidate to be integrated in future configu-
rations, as the whole apparatus will be mounted on a vehicle
moving at a steady speed. Hence, the applicability of this
continuous LDV scan and the subsequent signal processing
are of great importance for the integration of this landmine
detection technique in real applications.

The experiment, which was performed in order to assess
the feasibility of such an approach, is sketched in Fig. 2. A
mirror, whose position is controlled with a function genera-
tor, drives the laser beam position. Hence, it is assumed that
the position of the impact of the laser beam on the ground is
proportional to the control signal. In this study, LDV scans
are carried out along 1-m-long lines. A buried object is lo-
cated under the trajectory of the beam. In order to repeat the
experience several times, the laser beam is swept back and
forth over the mine; the beam position is thus controlled by a

FIG. 1. Ground velocity measurement for a VS 2.2 plastic mine buried at
7-cm depth~from Ref. 1!. Velocity is integrated in the frequency band
@130,160# Hz. ~a! Color dots showing the LDV measurement locations
~color scale is provided!. ~b! Color map after interpolation and spatial fil-
tering.

FIG. 2. Sketch of the sweeping LDV
scan experiment.
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saw-tooth signal, whose frequency will be referred to as the
‘‘sweep rate.’’ This back-and-forth sweeping scan gives some
indication about the repeatability of the detection. The sweep
rate is proportional to the velocity of the laser beam position
on the ground: as the swept distance in one period is usually
2 m, a sweep rate of 0.1 Hz corresponds to a laser beam
speed~or ‘‘scanning speed’’! of 0.2 m/s, or 720 m/h.

The airborne acoustic waves which couple into the
ground are generated by loud speakers: the sound pressure
level is 100 dBC in the vicinity of the scanned area. The
acoustic excitation is a superposition of single frequency sine
waves, whose number is usually four in the presented results.
These frequencies are located in the low-frequency range
80–300 Hz, which is the range for which scattering of sound
waves by buried objects is most visible. Former experiments
showed that this frequency range is mostly dependent upon
the resonance of the target free air acoustical admittance~i.e.,
the ratio of the velocity of the target top plate over the inci-
dent acoustic pressure!. It seems to be independent of the
target size and mostly controlled by the mechanical proper-
ties that contribute to the target’s acoustical compliance.

Because of A/S coupling, the measured ground vibration
is a superimposition of the generated airborne sine waves.
Above a target, the measurement signal exhibits not only an
increase in amplitude at these frequencies, but also phase
changes. Therefore, changes in signal energy and phase at
these frequencies as the laser beam sweeps the ground indi-
cates the presence of a buried object. Some nonlinearities
such as those observed by Donskoy11 have also been ob-
served, but their levels are generally 40 dB below the linear
frequency components. Hence the nonlinear components lev-
els are much nearer to the velocity noise floor of current
LDV devices and are not expected to influence the measure-
ments presented in this study.

In all the experiments reported here, the buried object
was a cylindrical anti-tank~AT! mine with a diameter of
about 30 cm. Experiments to determine whether smaller ob-
jects can be detected with this technique, such as anti-
personal mines~with diameters smaller than 10 cm!, are
presently in progress. All experiments have been imple-
mented outdoors in dirt roads, gravel roads, and natural
ground ~i.e., a lane of natural loess soil!. All of the mines
were buried at least one year before these measurements
were made. The signal processing methods will be evaluated
for different situations, and the influence of the following
parameters is studied: most importantly the speed of the laser
beam, but also the type of ground and its surface, and the
object depth.

B. Measurement noise

In recent studies, spatially continuous LDV scans have
been used in different applications for analyzing vibrating
structures in order to detect damage18 or to measure vibra-
tional mode shapes.22 The detection of temporal changes in
signal characteristics was not of interest, as in this study.
Moreover, the context of the present study is very different
as measurements are performed outdoors on ‘‘real’’ grounds,

away from the well-controlled environment of a laboratory.
These uncompromising conditions imply that noise will be
an important limiting factor.

Indeed, the type of optical noise, known as ‘‘speckle
noise,’’23 is critical in this study. Light back-scattered from
the ground is composed of a population of wavelets with
random relative phases called ‘‘speckles.’’ When the ground
surface is rough the population of speckles contributing to
the reflected light changes with time, causing random phase
changes, or speckle noise, in the photo detector output.
Rougher ground corresponds to higher speckle noise levels.
The problems increase when the laser beam is swept over the
surface: when the speed of the beam over the ground in-
creases, the speckle population changes faster, and the
speckle noise level increases. Because of speckle noise, there
is a limit in the sweep rate~or scanning speed! above which
detection is impossible because the noise level is too high.
Other sources of noise are photo detector shot-noise and vi-
brations of the LDV platform~due to wind, for instance!.
Platform vibrations will result in an apparent velocity not
related to the ground motion, introducing spurious informa-
tion. However, these noise sources are likely to be minor
compared to speckle noise. In this study all noise sources are
assumed to be additive components of the photo detector
output ~i.e., the measured vibrational velocity!.

LDV measurement noise can be clearly observed by
considering Fig. 3. The laser beam has been swept back and
forth over a mine buried at 5-cm depth in the loess soil
which has been acoustically excited via A/S coupling. The
excitation frequencies were 105, 125, 170, and 205 Hz. The
resulting ground velocity amplitude at these frequencies is of
the order of a hundredmm/s, which is similar to other
measurements.2 The power density spectrum~PDS! of the
output velocity has been computed for sweep rates of 0.1,
0.2, and 0.4 Hz, and 200 estimates of the PDS have been
frequency averaged to achieve this measurement. The four
single frequencies are fairly visible for all sweep rates, but
the noise floor level increases substantially with the scanning

FIG. 3. Power density spectrum of the measured vibrational velocity over a
buried object~landmine! for different sweep rates: 0.1 Hz~plain line with
stars!, 0.2 Hz ~plain line with circles!, and 0.4 Hz~dotted line!. Excitation
frequencies are 105, 125, 170, and 205 Hz.
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speed, which characterizes speckle noise. For a sweep rate of
0.8 Hz, the single tones are not discernable anymore; the
output signal consists mainly of speckle noise.

An example of the temporal representation of an output
signal is represented in Fig. 4~a!, in which a laser beam is
scanned over a SIM30 type mine~diameter 30 cm! buried at
about 5-cm depth in a dirt road. The signal is plotted over
one return trip of the laser beam above the mine. The signal
driving the position of the laser is also plotted. The associ-
ated sweep rate is 0.1 Hz~scanning speed 0.2 m/s!; hence, a
1-m distance is scanned in 5 s. An increase of the vibration
amplitude is observed for each pass of the laser beam over
the mine~aboutt53 and 8.5 s!. Many bursts are also notice-
able and their presence is recurrent in collected data. These
bursts will be referred to in the following as burst noise.
They are the consequences of sudden occurrence of speckle
dropout.23

IV. DEVELOPMENT OF A TIME-FREQUENCY
REPRESENTATION

A. Need for time-frequency analysis

The acoustic excitation is a superposition of single-
frequency sine waves~see Sec. III A! whose frequencies are
noted asf i . Hence the instantaneous velocity of the ground
surface is a sum of four sine waves. In order to detect the
presence of a target, it is intended to estimate the variation of
the spectral density of this velocity along a straight line~axis
xW , see Fig. 1!. v(x,t) is the two-variable function describing
the ground velocity at positionx and timet:

v~x,t !5 (
q51

N

Aq~x!cos~2p f qt1wq~x!!. ~1!

Aq(x) andwq(x) are respectively the amplitude and phase of
the vibrational velocity at positionx and frequencyf q . The
spatial variationsAq(x) along thex-axis permit the detection
of the presence of buried objects. These functions can have
many forms, but it is generally observed that a buried object

induces a local maximum ofAq(x), which permits its
detection.1 The aim is to estimate the functionsAq(x) in a
single sweeping LDV measurement along the axisx. The
sweeping velocity in m/s of the laser is noted asl. At time t,
the laser beam is scanning the ground at velocityv(x
5lt,t). Hence, by sweeping the laser beam over the ground,
a signals(t) is obtained which is, after demodulation,

s~ t !5 (
q51

N

Aq~ t !cos~2p f qt1wq~ t !!1b~ t !,

with t5x/l. ~2!

Noise b(t) is an additive noise~see Sec. III B!. The
spatial velocity variationsAq(x) can be simply retrieved
from the amplitude modulations functionsAq(t) by the res-
caling operationx5lt.

ŝ(t) is now constructed from the real-valueds(t) and its
Hilbert transform20 as the imaginary part to obtain the so-
called analytic function. We assume thatAq (x5lt) is a
slowly varying function compared to cos(2pfqt1wq (x
5lt)), which is achieved, for objects of the size of AT mines,
for sweeping velocitiesl of less than 20 m/s. This corre-
sponds to a maximum sweep rate of 10 Hz. Under this con-
dition, the frequency content of the amplitude modulation
functionsAq(t) are located at sufficiently low frequencies so
as not to spill over the domain containing the frequenciesf q .
If this is achieved, the Hilbert transformH@s(t)# gives ex-
actly the imaginary part of the analytical signalŝ(t) of
s(t),24 which yields

ŝ~ t !5s~ t !1 jH @s~ t !#5 (
q51

N

Aq~ t !ej wq~ t !ej 2p f qt1b̂~ t !,

~3!

where b̂(t) represents the complex version of noiseb(t).
The termAq(t)ej wq(t) is the time-varying complex envelope
for the component at frequencyf q for the deterministic part
of signalŝ(t). Aq(t) is called the instantaneous amplitude of
the single tonef q component. It is exactly the amplitude of
the vibrational velocity component at frequencyf q and at
positionx5lt. The signalŝ(t) is strongly nonstationary due
to amplitude modulation and violent noise fluctuations, due
essentially to burst noise. Time-frequency analysis tech-
niques are signal-processing tools, which are widely used to
analyze nonstationary signals. Hence, in order to estimate the
‘‘time-varying’’ spectrum of the signalŝ(t), we wish to have
a complex time-frequency representationS(t, f ) which
would be ideally a

S~ t, f !5 (
q51

4

Aq~ t !ej wq~ t !d~ f 2 f q!1B~ t, f !, ~4!

with B(t, f ) being a time-frequency representation of the
noise measurementb(t). Ultimately, the idea is to retrieve,
for the excitation frequencyf q , the spatial variationsAq(x)
andwq(x) of the velocity amplitude and phase, respectively,
from the modulus and phase angle ofS(t, f q) in the exposed
time-frequency representations.

The next part deals with how to generate efficient time-
frequency representations for detecting the spatial variations

FIG. 4. LDV output signal for scanning over a SIM30 type mine buried in
a dirt road~5 cm depth! at scanning speed 0.2 m/s.~a! Temporal signal in
which 1 m wasscanned in 5 s.~b! Contour plot of smoothed spectrogram.
The mine signature appears aroundt53 and 8.5 s.
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Aq(x). The question of detecting and using optimally local
phase variationswq(t) is addressed in Secs. IV C and IV D.
Section IV E provides tools for a simple automation of the
detection from the signal time-frequency representation.

B. Use of smoothed spectrograms

The most popular estimator of ‘‘time-varying’’ spectrum
is the short-time Fourier transform~STFT!. Let us first define
the STFT of signals(t) in the discrete time domain20,25

STFTN
s ~ t i , f i !5

1

A2N11
(

t52N

N

ŝ~t!hN~t2t i !e
2 j 2p f it,

~5!

in which t i and f i are discrete time and frequency,t is a
discrete lag variable, andhN is the short-time window, whose
length is (2N11). This relation describes the discrete Fou-
rier transform of a portion of signalŝ, centered on instantt i .
The window length (2N11) has to be short enough so that
local properties of signalŝ(t) do not change ‘‘too much’’
within this duration. It means that the variations of the com-
plex envelopeAq(t)ej wq(t) have to remain stationary enough
along the window length. Meanwhile, the frequency spread
of each peak, linked to the time-frequency spread obtainable
with the STFT in terms of uncertainty,20 must remain small
enough so that each frequency peak stays distinct from the
other peaks in the time-frequency plane. The spectrogram is
defined as the squared modulus of the STFT:

SPN
s ~ t i , f i !5uSTFTN

s ~ t i , f i !u2. ~6!

For analyzing noisy signals, the spectrogram can give
high variance estimates of the time-varying spectrum. In or-
der to improve variance estimates, averages may be used.
For this purpose, (2M11) calculations of SPN

s (t i1h
3K, f i), taken at instants (t i1h3K) around instantt i , are
used to perform an averaged estimation of SPN

s (t i , f i). The
subsequent ‘‘locally averaged’’ version of the spectrogram is
called the smoothed spectrogram. The smoothed spectrogram
used in this study is adapted from the one proposed by Mar-
tin and Flandrin25 and can be written

SPN,M
s ~ t i , f i !5 (

h52`

`

gM~h!SPN
s ~ t i1h3K, f i !. ~7!

This estimator of the time-varying spectrum is used in
this study to get an estimation of the variation of the ground
surface velocity amplitude. As an example, a contour plot of
the smoothed spectrogram of the signal presented in Fig. 4~a!
~see Sec. III B, a SIM30 mine buried in a dirt road! is pre-
sented in Fig. 4~b!. Time is on the horizontal axis and fre-
quency is on the vertical axis. The ground is acoustically
excited at frequencies 95, 120, 145, and 170 Hz. The energy
at those frequencies is clearly enhanced when the scanning
beam passes above the mine, as the scattering of the acoustic
wave by the target locally leads to an increase of the ground
surface velocity. This set of horizontal features associated
with the passage of the laser beam over a mine is the ‘‘mine
signature’’ allowing its detection. It is also noticed that dur-
ing the second passage of the beam over the mine, some
vertical features appear. These features are the time-

frequency representations of burst noise: they are wide-band
and usually have a short duration. Burst noise is troublesome
because it can mask the mine signature or, for some longer
bursts, can be interpreted as an ambiguous signature. It is
also interesting to notice that the occurrence of burst noise is
not repeatable; the laser beam passes twice over the mine,
but burst noise occurs only once.

When using smoothed spectrograms, a proper adjusting
of the windowshN andgM and of the incrementK is neces-
sary and crucial. The windowhN is 4096 points long (N
54096), which, at a sampling frequency of 25 kHz, allows a
frequency resolution of 6 Hz. WindowgM smoothes the data
in the frequency domain. Both windowshN andgM are rect-
angular windows in the presented results. For calculating the
smoothed spectrogram at timet i , 20 averages are performed
~i.e., M520). The critical parameter is the incrementK,
which determines the amount of smoothing: it sets up the
time length over which the smoothing is achieved~i.e.,
2MK), a duration that will be referred as the smoothing
length in the following. Introducing the parameterK allows
for an adjustment of the smoothing length while keeping
constant the computational load~M constant!. An equivalent
spatial smoothing length is also defined, and is equal to
(2MKl/ f s), wherel is the speed of the scanning beam and
f s is the sampling frequency~25 kHz in this paper!.

Figure 5 illustrates the influence of the smoothing
length. A VS-1.6 mine~diameter 24 cm! is buried at 5-cm
depth in the loess soil. The soil is excited at frequencies of
105, 125, 170, and 205 Hz. The laser beam scans above the
mine about instantt56.2 s, and moves at scanning speed 0.4
m/s ~sweep rate 0.2 Hz!. The spatial smoothing length is set
to 1 cm ~top, K515), 16 cm~middle, K5250), and 64 cm
~bottom, K51000). On the right, the contour plots of the
smoothed spectrograms~the equivalent spatial scale is on the
top of the graphs! are depicted, and for a better visualization
of the smoothing effect, the corresponding three-dimensional
representation is plotted on the left. The mine signature ap-
pears about instantt56 s, and the equivalent size of the
signature is about 20 cm, which reasonably approaches the
mine size. An additional feature appears around instantt
57 s at the higher frequencies, and is supposedly due to
local variations of the soil acoustical properties. This kind of
event is referred as ‘‘clutter,’’ and can be mixed with a mine
signature, although here its apparent size~about 10 mm! is
much less than the size of the searched object.

It is noticed that a smoothing length of 16 cm~middle!
gives better results than a 1 cm length ~top!, as noise is
substantially filtered out. In more hostile cases~i.e., for
higher scanning speeds!, a smoothing length of the order of a
few cm does not allow the mine to be detected, while the
mine is detected for smoothing lengths between 15 and 25
cm. On the other hand, a smoothing length that is too large
~bottom! results in a loss of resolution power of the ground
velocity variations: here the effect is the loss of the mine
signature, as it mixes with clutter. Therefore, a tradeoff is
necessary between variance reduction and the detection of
refined velocity variations. Practically, a smoothing length
ranging from D/2 and D gives best results,D being the
equivalent diameter of the searched object.
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Let us emphasize here that in the results presented, the
spatial resolution has been set to about 2.5 cm. This spatial
resolution is set by the choice of the increment@ t i 112t i #
5D t and corresponds tolD t : it is the distance between two
consecutive estimation points. The resolution power for the
estimation of the spatial velocity variations is a function of
both the spatial resolution and the smoothing length.

C. Use of phase information: The time-frequency
coherence

As proposed in Eq.~4!, we wish to find a complex rep-
resentation of the signal, which would estimate both varia-
tions of amplitudeAq(x) and phasewq(x) of the ground
acoustic velocity. The estimation ofAq(x) was the concern
of the last section. For obtaining the phase, a reference signal
is required. In this study, the reference signalr (t) is the
excitation signal sent to the loudspeakers: this signal pro-
vides the phase reference, being the sum of single-tones with
constant amplitudes and phases. Conversely, the analyzed
signals(t) is a sum of single tones with time-varying ampli-
tudes and phases. In order to obtain the evolution of the
phasewq(t), one has to evaluate the complex cross-spectrum
betweenr (t) ands(t). In fact, due to the nonstationary na-
ture of s(t), this cross-spectrum is a time-varying cross-
spectrum. Hence, the following estimator is proposed to ob-
tain a time-frequency representation of this time-varying
cross-spectrum, notedCSPN,M

s,r (t i , f i):

CSPN,M
s,r ~ t i , f i !5 (

h52`

`

gM~h!STFTN
s ~ t i1h3K, f i !*

3STFTN
r ~ t i1h3K, f i !, ~8!

where* denotes the complex conjugate. This estimator is a
direct extension to the cross-spectrum of the estimator of the
smoothed spectrogram written in Eq.~7!. The phase varia-
tions wq(t i) at discrete timet i and acoustic excitation fre-

quencyf q are estimated directly from the phase of this time-
varying cross-spectrum estimator:

wq~ t i !5Arg@CSPN,M
s,r ~ t i , f q!], ~9!

where function Arg@...# denotes the phase angle of a complex
quantity. From Eq.~8!, it is also possible to propose an esti-
mator of the time-varying coherence~or ‘‘time-frequency co-
herence’’! that we may write as

CN,M
s,r ~ t i , f i !5

uCSPN,M
s,r ~ t i , f i !u2

SPN,M
s ~ t i , f i !SPN,M

r ~ t i , f i !
~10!

A theoretical approach to the notions of time-frequency
cross-spectrum and time-frequency coherence may be found
in Ref. 26. Although those quantities were mathematically
derived and justified, very few practical applications27 have
been carried out with the time-frequency coherence so far. In
practice the calculation of this coherence function requires
the simultaneous acquisition of both the input signal of the
sound sourcer (t) and the LDV output signals(t).

In order to estimate the spatial variations of the ground
velocity phase, the phase angle of the time-varying cross-
spectrum is calculated. It is then possible to observe, for a
given excitation frequencyf q , the temporal~or equivalently
spatial! evolution of the ground velocity phase as the beam
scans over a buried object. An example is shown in Fig. 6. It
considers the same signal as in Fig. 4 resulting from the
detection of a mine buried in a dirt road. At the lowest acous-
tic excitation frequencyf 1595 Hz, the squared amplitude
estimateA1(t)2 ~i.e., smoothed spectrogram at frequency
f 1), phase estimatew1(t) ~from the phase angle of the cross-
spectrum atf 1), and coherence time-variationsCN,M

s,r (t i , f 1)
are considered. They are respectively depicted in Figs. 6~a!–
~c!. In Fig. 6~a!, the two ‘‘bumps’’ of the velocity amplitude
around instant 3 and 8.5 s are the consequence of scanning
over the target. In Fig. 6~b!, we notice that those local en-
hancements of the velocity energyA1(t)2 coincide with a
local stabilization of the corresponding phasew1(t). In other

FIG. 5. Scan of a mine of diameter 24 cm buried at
5-cm depth in loess soil~scanning speed 0.4 m/s!.
Smoothed spectrograms are represented in three dimen-
sions ~left! and in contour plots~right!. For contour
plots, spatial position~m! is on the top horizontal scale
and time~s! on the bottom horizontal scale. Influence of
the smoothing length on the spectrogram: 1 cm~top!,
16 cm ~middle!, and 64 cm~bottom!.
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words, when the beam scans off-target locations, the esti-
mated velocity phase varies rapidly with time~or position!,
but this phase remains quite steady over the buried objects.
This phenomenon is very characteristic, and the spatial sta-
bility of phase is a good clue for detecting the presence of a
mine. Now, the coherence is a good indicator of the stability
in time of the phase of a single tone, and this justifies its use,
as demonstrated in Fig. 6~c!. Coherence at frequencyf 1 is
close to one when scanning over the mine and drops down
when scanning off-mine.

D. Coherence-weighted spectrogram

Another characteristic example can be found in Fig. 7. A
scan~sweep rate 0.1 Hz, scanning speed 0.2 m/s! is made
over a mine buried in the loess soil at 5 cm depth, and the
smoothed spectrogram is represented in Fig. 7~a!. Some
wide-band features appear also, for example, around instants
9.3 and 10.5 s, and are the consequence of burst noise. As in
Fig. 6, the quantitiesA3(t)2, w3(t), and CN,M

s,r (t i , f 3) are
plotted for frequencyf 35145 Hz in Figs. 7~b!, ~c!, and~d!,
respectively. In Fig. 7~b!, it can be seen that noise burst
enhances the estimated velocity more than the mine itself: a
burst of noise could then be mixed with a mine if considering
only the spectrogram at one frequency and not in the whole
time-frequency plane, where mine signature has a very char-
acteristic shape. Now, as noticed in the former example, the
mine locally stabilizes the velocity phase, as anywhere else,
and, especially when burst noise occurs, the phase varies
randomly @Fig. 7~c!#. This results in a very low coherence
when scanning outside of the mine vicinity@Fig. 7~d!#. As
burst noise results in bumps of the estimated velocity energy
but also in a low coherence, it is suggested that an efficient

time-frequency representation of the signal may be the
coherence-weighted spectrogram that may be defined as

CWSPN,M
s,r ~ t i , f i !5SPN,M

s ~ t i , f i !3CN,M
s,r ~ t i , f i !. ~11!

This coherence-weighted spectrogram is plotted in Fig. 7~e!.
As a result, the mine signature appears with an enhanced
contrast, but the artifacts due to burst noise are mostly re-
moved.

Another example may be found in Fig. 8. The same scan
as Fig. 4~dirt road! is repeated at a higher sweep rate of 0.3
Hz ~scanning speed around 2.2 km/h!. In 10 s, the laser beam
comes back and forth three times over the target. The
smoothed spectrogram, time-frequency coherence, and
coherence-weighted spectrogram are plotted respectively in
Figs. 8~a!–~c!. Mine signatures hardly appear in the spectro-
gram, as speckle noise causes a bad signal-to-noise ratio. The
time-frequency coherence does not show the mine signature,
because the contrast of coherence between off- and on-target
locations is weak. On the other hand, the coherence-
weighted spectrogram allows for detection each time the
beam passes over the mine, and appears as a successful tool
for analyzing the data. Interestingly, about time 2.3 s, the
mine signature occurs at the same time as a violent burst
noise, which results in masking the signature. One could
think that such portions of the signal, corresponding to vio-
lent burst noise, consist essentially in noise and do not carry
any acoustic information, but this is probably wrong as the
mine signature is reconstituted after coherence-weighting.
The coherence-weighting is basically a sort of filtering which
acts at all frequencies. It removes contributions that are of an
optical nature, more especially burst noise, and leaves in the
spectrogram most of the energy which is induced from
acoustic effect.

FIG. 6. Same scan as Fig. 4.~a!
Smoothed spectrogram represented at
frequencyf 1595 Hz. ~b! Angle phase
of the time varying cross-spectrum at
frequencyf 1 . ~c! Time-frequency co-
herence represented at frequencyf 1 .
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One can conclude that the spectrogram takes exclusively
into account variations of instantaneous amplitude of each
single tone. Time-frequency coherence is mostly governed
by phase stability but is less sensitive to an increase of en-
ergy; hence it does not appear as a representation with
enough contrast of the signal to deliver ‘‘good’’ mine signa-
tures. As for the coherence-weighted spectrogram, it com-
bines both advantages of spectrogram and coherence, as it
allows, in a single representation, to take into account both

local increase of velocity amplitude and local stability of
velocity phase. So far, the coherence-weighted spectrogram
is the time-frequency representation that reconstitutes the
mine signatures with the best quality in terms of shape and
contrast.

It can be seen that an event in the time-frequency plane
has to be considered under shape-based criteria to be vali-
dated as a mine signature. Now, in order to make an easier
automation of mine detection, one can consider the marginal
and moments of the representation: they provide one-
variable functions~time functions! that can be more manage-
able than the time-frequency representation itself.

E. Use of marginal and moments

Let Ds(t, f ) be a real and positive time-frequency repre-
sentation of the signals(t). The time marginal of this distri-
bution is obtained by integrating the distribution over fre-
quency for a given time:

P~ t !5E Ds~ t, f !2p d f . ~12!

The quantityP(t) provides an estimation of the instan-
taneous energy of the signal, i.e.,(q51

N Aq
2(t), although it

does not give an exact estimate if the distribution is a
spectogram.20 The instantaneous energy estimate is of great
practical interest as it provides, for positionx5lt, an esti-
mation of the amount of energy contained in the ground sur-
face velocity. This quantity should be at the maximum when
the beam scans over a buried object.

The local frequencŷ f & t is the average frequency of the
distribution for a given timet, or first conditional moment of
the distribution:

^ f & t5
1

P~ t ! E f Ds~ t, f !d f . ~13!

This quantity is often called instantaneous frequency
signal. In this case, as the signal is a sum of several single
tones components, this notion is not of straightforward
physical interpretation, but the first conditional moment is
used in the calculation of the function

s2~ t !5
1

P~ t ! E ~ f 2^ f & t!
2Ds~ t, f !d f . ~14!

This quantity provides an estimation of the instanta-
neous bandwidth: it represents the local spread in frequency
for a given timet, and it will be seen in the following that
this quantity, coupled with the instantaneous energy estimate,
provides a robust clue for detecting the presence of a buried
object. In this study, these two quantities are calculated from
the coherence-weighted spectrogram.

Figure 9 provides an example of the use of the estimates
of instantaneous energy and bandwidth. The same buried
mine as in Fig. 4 is scanned again, but at a sweep rate of 0.48
Hz ~about 3.6 km/h scanning speed!. The vertical bold solid
lines indicate the approximate instants for the passages of the
beam over the target~about every second!. The spectrogram
and coherence-weighted spectrograms are plotted in Figs.
9~a! and~b!. As expected, most of noncoherent signal struc-

FIG. 7. Scan of a mine buried at 5 cm depth in loess soil~scanning speed
0.2 m/s!. ~a! Contour plot of smoothed spectrogram.~b! Smoothed spectro-
gram represented at frequencyf 35145 Hz. ~c! Angle phase of the time
varying cross-spectrum at frequencyf 3 . ~d! Time-frequency coherence rep-
resented at frequencyf 3 . ~e! Contour plot of coherence-weighted spectro-
gram.

FIG. 8. Same scan as Fig. 5 but scanning speed 0.6 m/s~about 2.2 km/h!.
Contour plots of~a! smoothed spectrogram,~b! time-frequency coherence,
and ~c! Coherence-weighted spectrogram.
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tures are removed by coherence-weighting the spectrogram.
Although the mine signature appears clearly most of the
time, some signatures are somewhat ambiguous. The time
marginal~or instantaneous energy estimate! and first condi-
tional moment ~or instantaneous bandwidth estimate! are
plotted respectively in Figs. 9~c! and ~d!. The instantaneous
energy very clearly increases each time the laser beam passes
over the target, and successfully detects the local increase of
velocity energy above the target. It is also very noticeable
that those maxima of energy are associated with minima of
the instantaneous bandwidth. The instantaneous bandwidth is
difficult to interpret in the case of multi-component signals;
however, it is noticed most of the time that the surface ve-
locity bandwidth is lower on-target than off-target. This
might be explained by the fact that the energy is mostly
contained in the excitation frequency band when on-target,
as off-target the signal is a more wide-band because the part
of energy contained by wide-band noise is relatively more
important. Hence, the simultaneous occurrence of energy
maxima and bandwidth minima is able to validate the mine
signature as the ambiguous features aroundt510.5 s. An-
other example is the representation content in the time inter-
val ~7–9 s!, which is somewhat ‘‘messy.’’ The criteria based
on energy and bandwidth permits the validation of mine sig-
natures as the features around timet57.5 s andt58.5 s, and
an artifact aroundt58 s, which is locally more wide-band
~no bandwidth minimum!, that shall be rejected. On the other
hand, the frequency bandwidth minimum does not appear
clearly when the beam scans above the target aboutt52.5
and 4.5 s. The characteristic shape of the time-frequency
signature is then useful to identify a mine signature.

In conclusion, a simple method for automatic recogni-
tion of the mine signature is the detection of the simulta-

neous occurrence of time marginal maxima and first condi-
tional moment minima of the coherence-weighted
spectrogram. For ambiguous cases, a more complicated
shape-based criteria aiming at recognizing a signature in the
time-frequency plane may lead to a final decision about mine
presence.

V. PERFORMANCES AND LIMITATIONS OF THE
METHOD

In order to assess the performance of the sweeping scan
procedure for acoustic detection of landmines, measurements
have been carried out on different types of grounds: a dirt
road, a gravel road, and a lane of natural loess soil. Mines
were buried at 5-cm depth, except for a set of experiments
where the depth was 12.5 cm. The mine was always detected
with sweep rates of 0.2 Hz and lower, which corresponds to
a scanning speed of 1.4 km/h. Detection depends on the
ground nature, the mine depth, and the ground surface na-
ture.

Detection is easier in roads than in loess soil, as the
acoustical properties of the soil are more variable in natural
ground. Those variations can accompany zones of higher vi-
brational velocity, or so-called clutter, and can be interpreted
as a buried object when scanning the ground only in one
dimension~see Sec. IV B!. This clutter can be recognized by
constructing a two-dimensional image of the ground velocity,
which can be achieved by scanning the ground with several
parallel beams. When scanning grounds such as gravel or dirt
roads, mines were detected with sweep rates up to 0.4 Hz
~2.8 km/h! for mines buried at 5-cm depth. Detection can be
achieved at even higher speeds in more favorable conditions
~see Fig. 9 with a detection at 3.6 km/h scanning speed!. For
measurements over a deep mine~12.5 cm!, the detection was
not regularly achieved for speeds higher than 1.4 km/h. In-
deed, the scattering of acoustic waves by buried objects gets
weaker when the buried object is deeper. Hence, the contrast
of velocity amplitude between off and on-target locations is
weaker for deep mines than shallow mines. This is very
clearly shown in Fig. 10. Two mines of the same type~M19!

FIG. 9. Same scan as Fig. 4 but scanning speed about 1 m/s~3.6 km/h!.
Vertical bold lines show the approximate times for passages over buried
mine. ~a! Contour plot of smoothed spectrogram.~b! Contour plot of
coherence-weighted spectrogram.~c! Time marginal of the coherence-
weighted spectrogram.~d! First conditional moment of the coherence-
weighted spectrogram.

FIG. 10. Three-dimensional plots of the smoothed spectrogram for scan
over M19 mine buried in a gravel road. Influence of depth:~a! 5 cm and~b!
12.5 cm.

2993J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Valeau et al.: Acoustic detection of buried objects



were buried in the same gravel road, at depths of 5 and 12.5
cm. The laser beam moved back and forth over the location
of the mine, and the spectrogram of the signal is given for
the shallow~a! and deep~b! mines, for a scanning speed of
2.8 km/h. The peak energy is higher for the shallow mine
than for the deep mine, which confirms that the contrast be-
tween on- and off-target locations is diminished when the
depth is increased, making the detection more difficult.

The detection technique has been tested on various types
of surfaces, including gravel roads, dirt roads, and natural
soil. Even for a very rough surface such as a gravel road,
mines can be reliably detected. This is remarkable as rough
surfaces provide strong speckle noise at high scanning
speeds~see, for example, Fig. 10 showing a scanning over a
gravel road at 2.8 km/h scanning speed!. A set of measure-
ments investigating the influence of diverse elements on the
surface has been carried out over a mine~VS16 type! buried
at 5 cm depth in loess soil. Those elements were a thick and
a thin layer of loose grass; a patch of grass just above the
mine; and some pebbles or a big stone placed on the laser
path. Figure 11 represents the smoothed spectrograms of the
measured signals prior to coherence-filtering, in order to ob-
serve the effects of those objects placed on the laser beam
path. Figure 11~a! shows the mine’s acoustic signature at 2.8
km/h scanning speed. Figure 11~b! shows the spectrogram
obtained after a thick patch of grass~dimension are about a
fourth of the object size! was placed above the mine; the
components of the mine signature do not appear distinctly
because of a broadband speckle noise burst due to the grass.
In Fig. 11~c!, a thin layer of grass is scattered all along the
laser path. In Fig. 11~d!, a big stone~about 5 cm in diameter!

was placed about 10 cm beside the mine~aboutt51.6 s for
spectrogram!. The stone produced a burst of speckle noise in
the spectrogram. In all cases, after applying some coherence-
filtering to the spectrograms of Fig. 11, the mine signature is
reconstituted and most speckle artifacts are removed. In
these experiments, only a thick layer of loose grass was able
to prevent the detection.

VI. CONCLUSIONS

The study presented in this paper is concerned with the
processing of the signal coming from a recently developed
acoustic detector. This apparatus detects buried objects, such
as landmines, by remotely sensing the variations of ground
vibration that occur over a buried object with a LDV, when
the ground is insonified by means of acoustic-to-seismic cou-
pling. It is demonstrated in this paper that it is possible, with
suitable signal processing, to detect landmines buried out-
doors by using a continuous LDV scan. This step is vital in
the development of the detector, for future integration to a
moving vehicle, and for reaching scanning speeds compat-
ible with real applications.

Time-frequency representations of collected signals de-
liver the characteristic ‘‘signatures’’ that permit the detection
of temporal changes of energy and phase occurring when the
laser beam scans over a buried object. Indeed, the spectrum
temporal variations contain the clues for detection, and time
is directly interpretable in terms of spatial position. Energy
enhancements are detected using smoothed spectrograms
with adequate smoothing length. Experimental data show
that vibration phase is relatively stable over buried objects
and unsteady elsewhere. Thus time-frequency coherence ex-
hibits maxima when scanning over objects; it also filters out
efficiently most speckle noise contributions. Finally, the
coherence-weighted spectrogram appears to deliver the most
contrasted signature by fusing together the searched clues in
terms of energy and phase variations. Moreover, the time
marginal and first conditional moment of this representation
provides one-variable functions whose extrema indicate effi-
ciently the presence of a mine, and thus make possible a
quite simple automation of the detection process.

In the tests performed in this study, detection is system-
atically achieved in natural ground and roads for mines bur-
ied at 5-cm depth at 2.8 km/h scanning speeds. This speed
can reach 3.6 km/h in favorable conditions, and has to be
decreased to 1.4 km/h for deep mines~12.5 cm depth!.

At this time, a new detector is being developed consist-
ing of multiple parallel LDV beams that scan simultaneously.
A two-dimensional vibration map, similar to that in Fig. 1,
will then be constructed from a single sweeping measure-
ment, by using the signal processing method presented in
this paper.
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Constructing a cochlear transducer function from the
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A new method is developed to construct a cochlear transducer function using modulation of the
summating potential~SP!, a dc component of the electrical response of the cochlea to a sinusoid. It
is mathematically shown that the magnitude of the SP is determined by the even-order terms of the
power series representing a nonlinear function. The relationship between the SP magnitudes and the
second derivative of the transducer function was determined by using a low-frequency bias tone to
position a high-frequency probe tone at different places along the cochlear transducer function. Two
probe tones~6 kHz and 12 kHz! ranging from 70 to 90 dB SPL and a 25-Hz bias tone at 130 dB SPL
were simultaneously presented. Electric responses from the cochlea were recorded by an electrode
placed at the round window to obtain the SP magnitudes. The experimental results from eight
animals demonstrated that the SP magnitudes as a function of bias levels are essentially proportional
to the second derivative of a sigmoidal Boltzmann function. This suggests that the low-frequency
modulated SP amplitude can be used to construct a cochlear transducer function. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1791722#

PACS numbers: 43.64.Bt, 43.64.Ld, 43.64.Nf, 43.64.Ri@BLM # Pages: 2996–3007

I. INTRODUCTION

Hair cells are the sites where mechano-electric transduc-
tion ~MET! takes place in the cochlea. MET is a nonlinear
process in which acoustic signals are converted into electri-
cal signals through deflection of hair-cell stereocilia Howard
and Hudspeth, 1988; Hudspeth, 1982!. Deflection of the ste-
reocilia towards the tallest stereocilia opens hair-cell trans-
ducer channels allowing K1 ions to enter the cell, resulting
in depolarization. Deflection in the opposite direction closes
transducer channels decreasing the hair-cell receptor poten-
tials and leads to hyperpolarization. Cochlear MET shows an
asymmetrical sigmoidal curve that has been described by
several mathematical functions such as a second-order Bolt-
zmann function relating transducer conductance to hair
bundle displacement~Crawford et al., 1989! and a
hyperbolic-tangent function relating hair-cell receptor poten-
tial to angular displacement of stereocilia~Weiss and Leong,
1985!.

The characteristics of cochlear METin vivo can be ob-
tained from the cochlear microphonic~CM!, a far-field po-
tential produced primarily by the spatial summation of outer
hair-cell ~OHC! receptor currents, recorded at the round win-
dow ~RW! in response to Gaussian noise~Choi et al., 2002;
Bian and Chertoff, 2001, 1998; Chertoffet al., 1997, 1996!,
pure tones~Patuzziet al., 1989; Patuzzi, 1987; Dallos, 1985;
Dalloset al., 1972!, or tones biased by a low-frequency tone

~Nieder and Nieder, 1971, 1968a, 1968b!. Recently, a co-
chlear transducer function (f Tr) was derived from distortion
product otoacoustic emissions~DPOAEs! originating from
the nonlinear transduction processes in the OHCs~Bian
et al., 2002, 2004!.

Another possible way to construct a cochlearf Tr is to
use the summating potential~SP!, a dc component in the
electrical response of the cochlea generated from both IHCs
~inner hair cells! and OHCs~Durrant et al., 1998; Harvey
and Steel, 1992; Cody and Russell, 1985; Russell and Sell-
ick, 1983; Johnstone and Johnstone, 1966; Daviset al.,
1958!. This possibility was described first by Cheatham and
Dallos~1997!, who suggested that dc changes of the cochlear
response are related to the second derivative of thef Tr . If
this relationship is true, the SP can be used to estimate the
cochlear transducer function. Deriving a cochlearf Tr from
the SP may be useful in evaluating cochlear function under
certain pathologic conditions because the SP is less sensitive
to vector summation than the CM~Whitfield and Ross, 1965!
and still present even with hearing loss, unlike DPOAEs
~Klis and Smoorenburg, 1988, 1985!. Moreover, because the
SP may be dominated by IHC receptor currents, it may re-
flect the IHC transducer~Durrantet al., 1998!, whereas other
physiologic signals used to construct a cochlear transducer
function ~i.e., CM and DPOAE! are generated from the
OHCs. Therefore, the first goal of this study was to develop
a theory for constructing a cochlear transducer function from
the SP. The second goal was to construct a cochlear trans-
ducer function from the SP data obtained from physiologicala!Electronic mail: cchoi@bcm.tmc.edu
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experiments and examine the effects of signal manipulation.

A. Theory for deriving a cochlear transducer function

The cochlearf Tr is assumed to be represented by a
second-order Boltzmann function of the general form~Hud-
speth, 1982!

f Tr~x!5
A

11e(bx2c)@11e(dx2e)#
, ~1!

where f Tr(x) is the hair-cell receptor current,x is the dis-
placement of the stereocilia,A is the maximal conductance,
the constantsb and d are related to the slope off Tr or the
sensitivity of the transduction process, andc ande are con-
stants related to the resting position of the stereocilia. Panels
~A!, ~B!, and~C! of Fig. 1 illustrate such a function and its
first two derivatives. Our purpose in this section is to show
how the dc component of the response from thef Tr is related
to the second derivative of the unknown transducer function

using a probe tone of low amplitude at high frequency and a
low-frequency bias tone.

We first expand the transducer function in a Taylor series
about an arbitrary pointx0

f Tr~x!5 (
n50

`

an~x0!~x2x0!n, ~2!

wherean(x0)5 f Tr
(n)(x0)/n! and f Tr

(n) is the nth derivative of
f Tr at x0 . We regardx0 as an operating point and consider
the effect of placing a probe tonexp5L cos(u) at x0 . For
clarity of exposition, we have suppressed the sinusoidal time
dependence of bothx0 andxp . Thus, the total input has the
form x5x01xp , and

f Tr~x!5 f Tr~x0!1 (
n51

`

an~x0!Ln cosn~u!. ~3!

This can now be expanded in a Fourier series to obtain

FIG. 1. A second-order Boltzmann
function @panel~A!# representing a co-
chlear transducer function@ f Tr# and its
first and second derivatives@panels
~B! and ~C!#. The parameter values
used to calculate the Boltzmann func-
tion is 0.88 forA, 25 for b, 20.8 for
c, 0.07 ford, and 8 fore.
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f Tr~x!5 f Tr~x0!1B0~x0!1 (
n51

`

Bn~x0!Ln cos~nu!, ~4!

where

B0~x0!5 (
n51

`
a2n~x0!

22n S 2n
n DL2n ~5!

involves only the even multiples ofu, where (n
2n) are bino-

mial coefficients.
To obtain the summating potential, the response to the

bitonal stimuli can be low-pass filtered to remove all the
harmonics of xp , leaving the dc componentf Tr(x0)
1B0(x0). Sincef Tr(x0) is just the response of the transducer
to the bias tone, subtracting it yields the SP atx0 in response
to the probe tone

SP~x0!5B0~x0!5
1

2

f Tr
(2)~x0!

2!
L21

3

8

f Tr
(4)~x0!

4!
L4

1
5

16

f Tr
(6)~x0!

6!
L6... . ~6!

For small amplitudesL of the probe tone (0,L<1), only
the first term of this series is significant, i.e.,

SP~x0!'
L2

4
• f Tr

(2)~x0!. ~7!

In particular, the summating potential atx0 is proportional to
the second derivative of the transducer function atx0 .

This relation is illustrated by using Eq.~6! in a computer
simulation to compare the contribution of the second deriva-
tive term to the SP relative to a total contribution of the first
20 terms of the series asL is varied from 70 dB SPL~0.06
Pa! to 120 dB SPL~20 Pa!. As shown in Fig. 2 for higher
probe tone levels (L.1.0 Pa), the higher-order terms con-
tribute more to the SP, while the contribution of the second-
order term drastically decreases. However, at low probe tone
levels, the magnitude of SP is essentially determined by the
second-order term of the power series@Eqs.~5! and ~6!#.

B. Simulation

A computer simulation was done to explore the theoret-
ical relationship between SP andf Tr

(2)(x) and a practical
method to construct thef Tr(x) from the SP waveform ob-
tained using one bias signal.

In this simulation, a bitonal stimulus consisting of a low-
frequency bias tone~25 Hz! and a higher frequency probe
tone~6000 Hz! was used. The level of the bias tone was21
to 11 to represent the cochlear transducer functions within
an operating range of61 Pa ~Dallos, 1986; Russellet al.,
1986!. The level of the probe tone ranged from 0 to11 in 16
steps. The bitonal stimulus and the bias tone alone were sent
to the Boltzmann function of Eq.~1!, respectively, and the
corresponding results are shown in panels~A! and~B! of Fig.
3. The response of the bias tone alone was subtracted from
that of the bitonal stimulus@panel~C! of Fig. 3# to eliminate
the response to the bias tone in the bitonal case. The sub-
tracted result was low-pass filtered at 500 Hz to preserve the
modulated SP due to the variation of bias tone amplitude.

The SP waveform is indicated as solid line in panel~D! of
Fig. 3. SPa and SPb of panel~D! correspond to SPa and SPb
of panel~B!, illustrating the SP during the positive and nega-
tive slope during one cycle of the bias tone. SPb@panel~D!#
was flipped to overlap with SPa and averaged. The SP wave-
form was fitted to the actualf Tr

(2)(x) using a curve-fitting
method~SIGMAPLOT, version 8.0!. The accuracy of the fitting
was determined by the correlation coefficient (r 2) between
SP andf Tr

(2)(x). The r 2 between the SP andf Tr
(2)(x) was ap-

proximately 1.0, suggesting that the SP magnitude was well
matched in shape to the second derivative of thef Tr(x). This
means that the SP magnitude is essentially proportional to
f Tr

(2)(x).
The effect of the probe level on the accuracy of the

fitting is investigated to test the approximation that asL ap-
proaches zero, the SP is proportional tof Tr

(2)(x). Figure 4
indicates the correlation (r 2) between SP andf Tr

(2)(x) as a
function of the probe tone level. When the probe level de-
creased from 1 to 0.1, ther 2 increased asymptotically. At
probe level below 0.3 Pa~84 dB SPL!, the r 2 reaches nearly
1.0. The result of this simulation suggests that a cochlear
transducer curve can be obtained from the SP.

II. METHODS

A. Animal preparation

Ten Mongolian gerbils weighing from 49 to 67 grams
were used as experimental subjects. The experiment fol-
lowed the guidelines of the Institutional Animal Care and
Use Committee at the University of Kansas Medical Center.

The gerbils were initially anesthetized with pentobar-
bital ~64 mg/kg! and subsequently maintained with 1/2 of the
initial dose given every hour. The rectal temperature was
monitored and maintained constant at 37 °C with a heating
pad ~Harvard!. With the removal of the right pinna and the
surrounding skin and muscle, the postauricular part of the

FIG. 2. Simulation: the contribution of the second derivative to the magni-
tude of the SP at different probe tone level ranging from 70 dB SPL~0.06
Pa! to 120 dB SPL~20 Pa!. For probe tone level below 100 dB SPL~2 Pa!,
the second derivative is responsible for 100% of the magnitude of the SP
computed from a total of 20 even-order terms. However, the contribution of
the second derivative drastically decreases when the probe tone levels are
above 100 dB SPL.
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bulla was opened by a dental drill~Volvere GX! and kept
opened during the entire experiment. A plastic tube was used
to seal the bony ear canal. At the end of the tube, a calibrated
probe microphone~Etymotic ER-7C! was positioned about 5
mm from the umbo of the tympanic membrane to monitor
and record the acoustic signals. A ball-tip silver wire elec-
trode insulated by #31 polymide tubing@Micro ML ~College
Point, NY!# was placed on the round window and glued to
the bulla opening. The fluid that condensed at the RW niche
was absorbed with a cotton wick.

B. Experimental procedures

At the beginning of the experiment, compound action
potential~CAP! thresholds elicited by tone bursts were esti-
mated at frequencies of 1, 2, 4, 8, and 16 kHz by visually
inspectingN1 on a digital storage oscilloscope~Hitachi VC-
6045A!. Two out of ten animals were excluded in the data
analysis because of hearing thresholds above 30 dB SPL
across the whole frequency range.

Prior to each recording session, the CM magnitude was
inspected to monitor the physiologic status of animals
throughout the experiment with a 2000-Hz tone at 90 dB
SPL. There were six recordings based on the two different
probe frequencies and three different probe levels. Prior to
the actual recording with the probe tone, one recording was
conducted with only the bias tone with various amplitudes.
The whole recording lasted about 1.5 h.

C. Stimuli and signal delivery

A probe tone was presented at frequencies of 6000 and
12 000 Hz with amplitudes ranging from 70 to 90 dB SPL in
10-dB steps. The bias tone was presented at 25 Hz and its
amplitude was systematically decreased from 70~about 130
dB SPL! to 0 Pa in 21 steps. Only data from the 70 Pa bias
level were considered in this paper because lower levels
show limited saturation of the transducer function. The bias
tone lasted for 250 ms. Figure 5 shows an example of the
acoustic signal recorded from the ear canal when the probe
tone~6000 Hz! was presented with the bias tone~25 Hz and
97 dB SPL! at the same time. The maximum level~130 dB
SPL! of the bias tone for one animal was calibrated in the
tube sealed to the bony ear canal with a sound-level meter
~Quest 1800!.

Acoustic input signals consisting of a probe tone and a
bias tone were produced from an array processor~Tucker-
Davis Technology, TDT, AP2! and sampled at 65 536 Hz in a
16-bit digital-to-analog converter~TDT, DA3-4!. The probe
tone was sent to a headphone buffer~TDT, HB6! which con-
nected to a headphone~Etymotic ER-3A!. The probe tube of
the headphone was coupled to a speculum attached to the ear
canal. An ER-7C was attached to the speculum to monitor
and record the acoustic signal. The bias tone was amplified
and sent to a subwoofer~Paradigm Servo-15!. An aluminum
acoustic funnel covering the subwoofer was used to guide
the bias tone to the bony ear canal via a silicon tube.

FIG. 3. Simulation procedure: the responses of combination tone and bias
tone sent to the Boltzmann function are shown in panels~A! and ~B!. The
response of the bias tone is subtracted from the combination tone@panel~C!#
and low-pass filtered at 500 Hz@panel~D!#. The responses are normalized to
unity. In panel~D!, the SPa waveform~solid line! was fitted to the second
derivative~opened circles!. The correlation coefficient is 1, indicating that
the SP waveform is essentially proportional to the second derivative.

FIG. 4. Effect of the probe tone level on the accuracy of the curve fitting.
The correlation coefficient (r 2) between SP andf Tr

(2)(x) changes as the probe
tone levels changes. As the probe level decreases, ther 2 increases, asymp-
totically approaching 1.0 below the probe level of 0.3 Pa.
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D. Data acquisition and analysis

The acoustic signals from the ER-7C were low-pass fil-
tered at 16 kHz, amplified 10 times, and sampled at 65 536
Hz ~TDT, AD2!. Electric responses from the cochlea were
recorded from the electrode placed at the round window, and
a needle electrode inserted into the neck muscles served as
ground. The responses were band-pass filtered between 0.03
Hz–30 kHz and amplified 500 times through a preamplifier
~Stanford SR560!, low-pass filtered at 16 kHz~54 dB/
octave!, and amplified 10 times~Stewart VBF 10M!, and
finally sampled at 65 536 Hz~TDT, AD2!.

The data were analyzed withMATLAB ~6.1 MathWorks!.
The SP waveform was obtained with a method similar to that
used in the simulation. The cochlear transducer function was
constructed from the SP waveform obtained at the highest
bias level~70 Pa!. The cochlear responses from bias tone in
the bitonal stimulus and bias tone alone were compared and
scaled to each other in order to reduce possible experimental
errors which might occur at different recording times during
the experiment. Then, the scaled responses to the bias tone
alone were subtracted from that of the bitonal case and low-
pass filtered at 500 Hz to filter out the cochlear response to
the probe tone.

Generally, the cochlearf Tr can be derived from integrat-
ing the SP function in response to the bias level two times.
However, because the constants of integration were not
available in our data, a curve-fitting method was used to
construct the cochlear transducer function from the SP. The
accuracy of the curve-fitting method was evaluated by the
correlation between the SP magnitude and the second deriva-
tive. By curve fitting the SP data to the formula off Tr

(2)(x)
~Bian et al., 2002!, the parameters off Tr(x) were obtained
and a cochlearf Tr was constructed. Finally, significant dif-
ferences between these parameters were statistically tested
by a repeated measure analysis of variance~SPSS11.0!. Sta-
tistical significance was determined by a probability of less
than 0.05.

III. RESULTS

A. SP magnitudes

Figure 6 illustrates the cochlear responses obtained from
one animal to the bitonal stimulus@panel~A!# and only the
bias tone@panel~B!#, respectively. Panel~C! shows the sub-
tracted waveform of the response of the bias tone from that
of the bitonal stimulus. Panel~D! represents the SP wave-
form obtained by low-pass filtering the waveform in panel C.

The SP-bias functions were plotted using the bias tone
levels as input and the SP magnitude as output signal. Indi-
vidual SP-bias functions obtained from eight animals for
probe levels of 90, 80, and 70 dB SPL and frequencies of 6
and 12 kHz are shown in Fig. 7. Around the bias level of 0
Pa (65 Pa), the SP-bias function shows a very steep slope.
However, beyond this level, there is a noticeable difference
in the shape of the SP-bias functions across levels, suggest-
ing the shape of the SP-bias function is probe level depen-
dent. For example, at the probe level of 90 dB SPL@panel
~A! of Fig. 7#, the size of the SP decreased more slowly for
positive bias levels than it did at 80 dB SPL. The size of the
SP at 90 dB SPL was similar to that at 80 dB SPL. Further-
more, the absolute value of SP was larger for positive bias
levels than negative bias levels. These results were similar to
those at 12 kHz for the two highest signal levels. At the
probe level of 70 dB SPL@panel~C!#, however, the SP mag-

FIG. 5. An example of the acoustic signal~probe tone1bias tone!. The peak
amplitude of the bias tone is 97 dB SPL and the probe tone level is 70 dB
SPL. Three segments~arrows! at the peaks and troughs of the bias tone were
used to obtain the SP.

FIG. 6. The waveforms of the cochlear responses. Panel~A! and ~B! show
the waveforms obtained from the combination tone and the bias tone alone,
respectively. Panel~C! illustrates the subtracted waveform of the bias tone
from the combination tone while panel~D! is the low-pass filtered wave-
form, which is called the SP-bias function when plotted as a function of the
bias level. SPa and SPb represent a descending and ascending side of a cycle
of the bias tone response, respectively.
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nitude was smaller and variable, making it difficult to ob-
serve these trends.

B. Constructing a Boltzmann function from SP

The SP-bias function for each animal was fit to the sec-
ond derivative off Tr(x) by a curve-fitting method inSIGMA-

PLOT ~version 8.0!. In the curve-fitting method, the values of
the parameters were continually changed until the maximal
fit between the SP-bias function and the second derivative
was obtained. The set of parameters showing the highestr 2

between the SP data andf Tr
(2)(x) was selected to derive the

cochlear transducer function because it indicated the least
error between the data andf Tr

(2)(x). Figure 8 illustratesr 2

between the SP data~solid line! averaged across all the ani-

mals and thef Tr
(2)(x) @dotted line# for different probe frequen-

cies and levels. The mean and standard deviation ofr 2 are
also displayed in Table I. Ther 2 is about 0.94 at 90 and 80
dB SPL, indicating the SP is essentially proportional to the
second derivative of the Boltzmann function. At 70 dB SPL,
the averager 2 across all animals is smaller and more vari-
able than the higher signal levels.

Table I shows the mean and standard deviation~s.d.! of
the parameters off Tr(x) across the animals for the probe
level and frequency. Although there is considerable variabil-
ity in the parameters, some consistencies among the param-
eters can be observed among the probe level and frequency.
For the slope parametersb andd, the values ofd are much
greater than those ofb. The value of theb/d ratio is very

FIG. 7. Individual SP-bias functions
obtained from eight animals in re-
sponse to 90, 80, and 70 dB SPL of
both 6 and 12 kHz. For each animal,
the SP-bias functions represent the av-
erage obtained from three cycles.
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FIG. 8. Mean SP-bias functions and
their curve-fitting results at 90, 80, and
70 dB SPL of both 6 kHz and 12 kHz.
The correlation coefficients (r 2) be-
tween SP andf Tr

(2)(x) were very high,
indicating that the SP are well fitted to
f Tr

(2)(x).

TABLE I. Curve-fitting results: the mean and standard deviation~s.d.! of the parameters off Tr(x) across the
animals when the second derivative off Tr(x) was fit to the SP data and the correlation coefficient (r 2) between
the second derivative and the SP data.

Hz dB SPL A b c d e r2

6 kHz 90 0.12760.071 0.4060.13 25.3460.44 3.8260.34 0.6860.20 0.9260.02
80 0.00960.007 0.3360.73 23.1161.23 4.8160.67 0.1460.58 0.9360.02
70 20.00360.026 0.0763.57 23.4562.10 7.0363.46 0.1061.64 0.7960.18

12 kHz 90 0.14860.046 0.4160.17 25.4160.52 3.3560.81 0.5860.31 0.9460.06
80 0.01760.007 0.4260.13 23.4660.69 4.0660.72 0.2360.32 0.9460.03
70 0.02360.027 20.0161.31 24.9361.71 3.9563.72 11.59633.36 0.7460.33

Mean6s.d.
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small, indicating an asymmetrical sigmoidal curve for
f Tr(x). For the parametersc and e, c is negative bute is
positive. Although thec and e parameters are highly vari-
able, the absolute value ofc is much greater thane.

Figure 9 illustrates the averaged Boltzmann functions
plotted from the parameters of thef Tr(x) fit to the averaged
SP data across the animals. The Boltzmann functions show a
drastic large slope around 0 Pa (65 Pa) and a smaller slope
as the bias level increases. In addition, they are asymmetric
between the positive and negative bias levels. For example,
the slope of the Boltzmann function is bigger at the positive
bias level than that of the negative level. The maximal out-
puts of the Boltzmann function are level dependent, indicat-
ing that it increases as the probe level increases. The maxi-
mal outputs at a high probe frequency are also bigger than
that of low the frequency. Finally, the slope changes for the
positive bias level at high probe frequency are much bigger
than that of low probe frequency, while there are no signifi-

cant slope changes for the negative bias level between high
and low probe frequencies.

IV. DISCUSSION

A. Modulation of SP magnitude by bias tone

The results show that the dc component of the cochlear
response is modulated by the presence of a bias tone. The
variation in dc magnitude occurs because the bias tone drives
the probe tone into different positions along the curve with
the different slope. When the probe tone is placed where the
slope of the curve is largest or where the curve saturates, the
dc magnitude is close to zero. However, when the probe tone
is located between these regions, the dc magnitude is largest.

Based on its definition as the dc component of the co-
chlear potential, we identify the modulated dc component
obtained here with the summating potential. The low-
frequency bias tone was used to vary the position of the

FIG. 9. Second-order Boltzmann func-
tions obtained from the parameters of
the fitted second derivative at 90, 80,
and 70 dB SPL of both 6 and 12 kHz.
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basilar membrane~BM! and place the probe tone at different
locations along the hair-cell transducer curve. The SP mag-
nitude is small at the zero crossings of the acoustic bias tone,
positive for the positive directions of the bias tone, and nega-
tive for the negative directions of the bias tone. The zero
magnitude of the SP is involved with the resting position of
the BM, while the positive and negative magnitudes of the
SP are associated with the BM displacement towards ST and
SV, respectively~Cheatham and Dallos, 1994, 1997!. The
modulation of the SP magnitude is consistent with the find-
ings of Durrant and Dallos~1974!, who recorded the SP us-
ing an electrode placed in scala vestibuli~SV! and in scala
tympani~ST! in guinea pigs. Their study showed that the SP
was reversibly enhanced or depressed at low bias levels and
generally depressed at high bias levels.

B. Effects of signal level

1. Bias tone level

The experimental results demonstrate that the SP mag-
nitude reaches a maximum or minimum at65 Pa ~107 dB
SPL! and then decreases. The maximal bias level used in our
study was 70 Pa~130 dB SPL!. This is larger than the bias
levels adopted in low-frequency bias tone experiments by
others, for example, 107 dB SPL~Patuzzi and Sellick, 1984!,
105 dB SPL~Klis and Smoorenburg, 1985!, 100 dB SPL
~Durrant and Dallos, 1972, 1974!, and 95 dB SPL~Cheatham
and Dallos, 1994; Klis and Smoorenburg, 1988!. Although
there is a difference in the maximal bias level used in each
study, a rollover in the SP-bias function, particularly shown
by Durrant and Dallos~1974!, is similar to the modulation
patterns in our present study.

At first appearance, the large bias level and associated
domain of the transducer function seem beyond everyday
listening levels. However, it is not so large when considering
the mechanical tuning curve of the BM across frequency. It
is generally agreed that there is a 40–60-dB difference be-
tween the tip and tail regions of the mechanical tuning curve
of the BM ~Robleset al., 1986; Ruggeroet al., 1997!. The
BM response to the bias tone of 25 Hz is 40 to 60 dB lower
than the BM response measured at the characteristic location
of the high-frequency probe tone. Therefore, the maximal
bias level at the BM location for the probe tone where the SP
is produced could be 70 to 90 dB SPL. This range is within
the saturation level of the dc receptor potential of the IHC
and the ac receptor potential of the OHC~Russell et al.,
1986; Dallos, 1986!. Therefore, the range (6130 dB SPL! of
the bias level used in our study matches to a690-dB SPL
input range and may properly represent the operating range
of a cochlear transducer function that can be derived from
the SP.

Another concern about the high level bias tone is that
the maximal bias level~130 dB SPL! in our study is beyond
the signal level~within 120 dB SPL! at which the middle-ear
response is linear. At this signal level, the annular ligament
may modify the propagation of the acoustic wave through
the middle-ear, causing the middle-ear transfer function to be
nonlinear~Pascalet al., 1998!. If the nonlinearity created a
dc response in the stapes velocity, it might influence the SP

response of the cochlea recorded at the round window. How-
ever, we assume that this dc component of the middle-ear
would be similar in the bias tone alone and combination tone
conditions. Therefore, subtracting the cochlear response of
the bias tone from the combination tone response in our
study should exclude the intervention of the middle-ear by
eliminating the effect of the bias tone. In a separate experi-
ment on three gerbils, the middle-ear transfer function ob-
tained by measuring stapes velocity with a laser Doppler
vibrometer~LDV, Polytec HLV 1000! showed linearity with
no distortion or dc shift~Bian et al., 2004!.

2. Probe tone level

There was a significant difference in the shape of the
SP-bias function for different probe levels. This is similar to
the results of Durrant and Dallos~1974!, who demonstrated
significant effects of probe level on the SP magnitude for
different probe levels~50, 70, 90 dB SPL! with the differen-
tial electrode technique. In their study, the SP continued to
increase even at the highest bias level for a probe tone level
of 90 dB SPL. For the lower probe levels of 70 and 50 dB
SPL, the SP reached the maximum at 90 and 70 dB SPLs of
bias level, respectively and then decreased. However, this
phenomenon was not exhibited in the works of Durrant and
Dallos ~1972! and Durrant and Gans~1975!, who observed
no systematic level-dependent effects on the SP with electri-
cal biasing of the cochlear partition. The inconsistent results
with the Durrant studies may be due to the method of biasing
the BM. The one study used acoustic biasing and placed the
probe tone at different phases of the bias tone, whereas the
other two studies used techniques of electrically biasing the
cochlear partition by placing electrodes in fine holes in the
bony cochlear wall over SV, SM, and ST. It is possible that
opening the cochlea altered the physiology and eliminated
the probe level effect.

The total SP modulation depth~maximum SP
2minimum SP! changed as a function of the probe level.
When the probe level increased, this modulation depth in-
creased. These results agree with the work of Klis and
Smoorenburg~1985, 1988!, who compared the normalized
SP modulation depths relative to different probe levels rep-
resenting the dynamic range of the cochlear transducer
curve. The results of our study are also consistent with the
finding of Bian and Chertoff~1998!, indicating that the dy-
namic range of the cochlear transducer curve at higher signal
level is greater than that of the lower level.

It is interesting to note that at the probe levels of 80 and
90 dB SPL, the SP magnitude was greatly modulated and the
shape of the SP-bias function was visually closer to that of
f Tr

(2)(x) used in the simulation. In theory, the lowest probe
level ~70 dB SPL! should be the best condition. However, at
this level the response amplitude was smaller and more vari-
able, making an accurate estimation of SP difficult. Another
explanation is that a cochlear transducer function could
change with probe level. That is, the cochlear transducer
function may be not a static nonlinear function but a dy-
namic one. Therefore, it may be necessary for future research
to use a wide range of probe levels to estimate the transducer
curve more accurately.
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C. Cochlear transducer function

1. Parameter estimates and transducer characteristics

The cochlear transducer functions were constructed
from the parameters of the Boltzmann function obtained by
curve fitting the SP-bias data to the second derivative of the
Boltzmann function. The experimental results indicated that
the parameters of the Boltzmann function were affected by
probe tone level and frequency. The maximal conductance
parameter,A, and the slope parameter,d, varied depending
on level while the resting position parameters,c ande, were
affected by level and frequency. The increase inA parameter
at high levels as shown in Table I represents an increase in
the dynamic range~DR! of the cochlear transducer function
reported by other studies. This is similar to the finding of
Bian et al. ~2002! who derived a sigmoidal curve represent-
ing cochlear transduction from DPOAE and others using the
cochlear microphonic~Bian and Chertoff, 1998; Patuzzi and
Moleirinho, 1998!.

Comparing the Boltzmann parameters between the two
probe frequencies, theA parameter at 12 kHz was greater
than that at 6 kHz. This is not compatible with the observa-
tions of other studies~Bian and Chertoff, 2001! which
showed that the dynamic range~DR! of the MET transfer
function in the high-frequency region is reduced compared
with that in the low-frequency region. The difference may be
due to the different potentials recorded in studies. Bian and
Chertoff ~2001! recorded the CM, whereas the present study
used the SP. The CM recorded from the round window for
high frequencies is susceptible to vector summation cancel-
ing or reducing CM amplitude. In contrast, this may not
occur for the SP~Whitfield and Ross, 1965!.

2. Source: OHC or IHC transducer?

Although many studies have been conducted on the SP
for several decades, the source of the SP still remains an
unsolved problem. In other words, it is not clear which type
of hair cell contributes to the cochlear transducer function
obtained from the SP in our study.

Most previous studies~Daviset al., 1958; Johnstone and
Johnstone, 1966; Dallos, 1973; Dallos and Cheatham, 1991!
have concluded that the SP production is essentially domi-
nated by the OHCs. Particularly, Dallos~1973! found that the
SP magnitude is strongly associated with OHC damage,
whereas it is weakly related to IHC damage. This domination
of the OHCs on the SP also exists at the apex of the guinea
pig cochlea. The Dallos model was supported by other au-
thors ~McMullen and Mountain, 1985; Geisleret al., 1990!.
However, the OHC contribution to SP production was not
observed at the base of the cochlea when presenting high-
frequency stimuli at low and moderate levels~Russellet al.,
1986; Cody and Russell, 1987!. This discrepancy between
the two studies can result from the different location of the
electrode used in each experiment and possible differences
between physiological or electrochemical properties of hair
cells at the base and apex of the cochlea~Zhenget al., 1997!.

On the other hand, relatively recent studies~Durrant
et al., 1998; van Emstet al., 1995, 1996, 1997; Zhenget al.,
1997! have focused on the role of the IHCs in the SP pro-

duction. Although they used different species as experimen-
tal subjects, their results may provide an implication for the
origin of the SP. After investigating the relationship between
IHC and OHC damage using different doses of carboplatin
and the SP recorded from the round window of chinchillas,
Durrantet al. ~1998! reported that the contribution of IHCs
varies with input signal levels. The relative contribution of
IHCs on the SP generation increased from about 50% to at
least 70% as the signal level decreased from high signal lev-
els to low and moderate signal levels. van Emstet al. ~1995,
1996! investigated the role of basolateral voltage-dependent
K1 channels on SP production by perfusing the guinea pig’s
cochlea with two different K1 channel blockers@tetraethy-
lammonium ~TEA! and 4-aminopyridine~4-AP!#. When
these drugs blocked K1 channels in the basolateral mem-
brane of the IHC, the SP magnitude was significantly de-
creased. In addition, van Emstet al. ~1998!, using a compu-
tational model, showed that the K1 channels of the IHC are
directly involved in the production of the dc receptor poten-
tial at low frequencies and modify the size of the dc response
at high frequencies. With either acute chemical deafferenta-
tion or surgical deafferentation, Zhenget al. ~1997! revealed
evidence that IHCs are the major source of the SP recorded
from the round window in chinchillas at low to moderate
signal levels. This observation is consistent with the results
that the OHCs generate little SP at the base of the cochlea in
response to the high-frequency stimuli at low and moderate
levels ~Russellet al., 1986; Cody and Russell, 1987!.

Considering the recent studies emphasizing the role of
the IHCs in SP generation, it is tempting to conclude that the
cochlear transducer function obtained from the SP in our
study is mainly dominated by IHC responses. However, there
is no direct evidence to support this view in the present
study. A possible way to determine the source of the SP is to
compare the cochlear transducer function derived from the
SP to that obtained from the CM which is mainly generated
by the OHCs. It was shown that the modulation envelope of
the measured CM using a low-frequency bias tone is very
similar to the first derivative of the cochlear transduction
curve ~Nieder and Nieder, 1971!. If there is a difference be-
tween the cochlear transducer functions obtained from SP
and CM, the difference may reflect the difference between
IHCs and OHCs. Morever, using the carboplatin approach by
Durrantet al. ~1998! to eliminate IHCs, one can investigate
whether the transducer function obtained in our study repre-
sents IHC or OHC properties.

D. Technical issues

The SP was obtained from the subtraction of the co-
chlear responses to the bias tone alone from those from the
bitonal stimulus. This assumes that the SP response to the
bias alone and the SP response to the bitonal stimulus are the
same. Therefore, the subtraction would yield the SP due to
the probe tone alone. If they are not the same size, the SP
produced by the probe tone may be inaccurate. This could
occur if the physiologic state of the animal changed during
the recording of the bias alone and the bitonal stimulus. One
solution to this problem is to build one stimulus composed of
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the bias tone, the probe tone, and the bitonal stimulus in
sequence. Using the same stimulus may increase the accu-
racy of measuring the SP.

With the curve-fitting method relatingf Tr
(2)(x) to the SP

data, the derived parameters of the Boltzmann function could
be different using different initial conditions, although ther 2

was the same indicating an equally good fit to the data. As
one solution to this problem, Bianet al. ~2002! proposed to
normalize the data by comparing the SP magnitudes at the
peaks of the bias tone with the tail portion without biasing
and fit the data with a first-orderf Tr(x) instead of the second-
order f Tr(x). However, because the first-orderf Tr(x) is a
symmetric function, it may not truly reflect the asymmetry of
the cochlear transducer function obtained in our study.

V. SUMMARY AND CONCLUSIONS

The present study investigated the relationship between
SP and the cochlear transducer function characterizing
mechano-electric transduction~MET!. Mathematical explo-
ration showed that the dc component representing SP is pro-
duced from the even-order terms of a Taylor series. Further-
more, it suggested that the dc component is essentially
proportional to the second derivative of the nonlinear func-
tion for a low-level signal. A computer simulation using a
low-frequency bias tone with various amplitudes showed that
the dc magnitudes were modulated by the low-frequency
bias tone. The modulation pattern of the dc magnitude was
very similar to the shape of the second derivative of the
sigmoidal Boltzmann function.

A physiologic experiment using gerbils as subjects and
signals similar to the simulation was completed to estimate a
cochlear transducer function. The experimental results were
similar to the theory that at low signal levels the SP magni-
tude is essentially proportional to the second derivative of
the cochlear transducer function. However, the SP-bias func-
tions were level dependent. Although there was considerable
variability in the parameters of the derivedf Tr(x), the pa-
rameters also showed a level dependence. The present study
suggests that the cochlear transducer function can be con-
structed from the SP data.
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A phase-shift shadow moire´ interferometer was used to measure the shape of the cat eardrum with
a normal mobile malleus and with an immobile malleus as it was cyclically loaded with static
middle-ear pressures up to62.2 kPa. The shape was monitored throughout the loading and
unloading phases, and three complete cycles were observed. The mobile-manubrium measurements
were made in five ears. In three ears, the malleus was then immobilized with a drop of glue placed
on the head of the malleus. Eardrum displacements were calculated by subtracting shape images
pixel by pixel. The measurements are presented in the form of gray-level full-field shape and
displacement images, of displacement profiles, and of pressure-displacement curves for selected
points. Displacement patterns with a mobile malleus show that pars-tensa displacements are larger
than manubrial displacements, with the maximum pars-tensa displacement occurring in the posterior
region in all cats except one. Displacements vary from cycle to cycle and display hysteresis. For
both the mobile-malleus and immobile-malleus cases, the eardrum response is nonlinear. The
response is asymmetric, with lateral displacements being larger than medial displacements. With a
mobile malleus, manubrial displacements exhibit more pronounced asymmetry than do pars-tensa
displacements. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1802673#

PACS numbers: 43.64.Ha@BLM # Pages: 3008–3021

I. INTRODUCTION

Static pressure differences across the eardrum occur in
everyday life. They can, for example, be caused by atmo-
spheric pressure changes felt in an elevator or airplane before
the Eustachian tube opens to equilibrate the middle ear to
ambient pressure. It is a common experience that, when the
Eustachian tube function is impaired~e.g., due to a cold!,
these pressure differences increase the hearing threshold by
decreasing the transmission of sound energy across the
middle ear. Since the eardrum is a significant determinant of
the transmission characteristics of the middle ear, it is impor-
tant to understand its response to large static pressures.

Most experimental work on the mechanical behavior of
the eardrum concentrates on its dynamic response. In con-
trast, very little work has focused on its static response, al-
though because of technological limitations early investiga-
tors tried to elucidate the acoustical transmission
characteristics of the eardrum using static pressures~e.g.,
Kessel, 1874; Dahmann, 1930!. The first full-field quantita-
tive measurements of static eardrum displacement patterns
~Dirckx, 1990; Dirckx and Decraemer, 1991; Decraemer
et al., 1991! were done using a phase-shift shadow moire´

interferometer. With this noncontacting optical device, the
shape of a human cadaver eardrum was measured in re-
sponse to a sequence of positive and negative static middle-
ear pressures. Since then, moire´ interferometry has also been
used to measure the static mechanical response of the cat
eardrum~Decraemer and Dirckx, 1991; Stoffels, 1993; Fun-
nell and Decraemer, 1996! and of the gerbil eardrum~von
Ungeet al., 1993, 1999; Dirckxet al., 1998; Dirckx and De-
craemer, 2001!. Parneset al. ~1996! used electronic speckle-
pattern interferometry to measure the response of the ear-
drum to static pressures, and Vorwerket al. ~1998! recorded
the motion of the human eardrum in response to quasistatic
pressures using an endoscope and a video-recording system.

All of the above experiments were performed with an
intact middle ear; however, for purposes of modeling static
eardrum response, it is also useful to study its mechanical
response in isolation from middle-ear structures such as the
ossicles and ligaments, by immobilizing the ossicles. Quan-
titative data on static eardrum displacement patterns with an
immobile malleus would simplify refinement of existing
computer models of the eardrum. In many such models~e.g.,
Funnell and Laszlo, 1978!, assumptions are made about the
material properties of the eardrum. For instance, the Young’s
modulus, or stiffness, of the eardrum is assumed to be con-
stant over its surface. With the availability of experimental
data, one could use numerical optimization techniques to de-
termine distributions of material properties over the entire
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surface of the eardrum. This would involve systematically
adjusting the material properties until predicted displacement
patterns match measured ones. Immobilizing the malleus
would allow one to perform the optimization without having
to take into account the additional complexity of the me-
chanical loading effects of the ossicular chain on the ear-
drum. Indeed, computer simulations of the eardrum with an
immobile malleus have previously been used to study the
effects of individual eardrum shape differences on the ear-
drum mechanical response~Funnell and Decraemer, 1996!.
The dynamic response of the eardrum has been studied ex-
perimentally under this condition in order to understand the
effects of otosclerosis~Margolis et al., 1978; Naito, 1990;
von Ungeet al., 1991!, but no such experiments have been
reported for the static response.

The objective of this work was to measure the response
of the cat eardrum to a sequence of static pressures before
and after immobilizing the malleus. Complete loading/
unloading cycles were measured repeatedly under both con-
ditions.

II. METHODS

A. Apparatus

The shape of the eardrum is measured using phase-shift
shadow moire´ interferometry. In the moire´ method, the
shadow of a grating consisting of parallel lines is cast onto
the surface to be measured. The shadow is a set of deformed

lines and forms a moire´ interference pattern when viewed
through the original grating. The moire´ interference images
are recorded using a CCD camera and frame store. Four
phase-shifted images are obtained by translating the object
being measured away from the grating. The four images are
combined mathematically, pixel by pixel, to form a single
shape image in which the value of each pixel is proportional
to thez coordinate of a point, and the column and row num-
bers of the pixel are proportional to thex andy coordinates,
respectively. Mathematical details of the method can be
found elsewhere~Dirckx et al., 1988!. The phase-shift moire´
apparatus used in this work has been described previously
~Dirckx and Decraemer, 1989!. The depth-measuring resolu-
tion of the interferometer is 20mm, and the spacings be-
tween pixels along thex and y axes are 46 and 32mm,
respectively.

As an example, Fig. 1 shows a gray-level image repre-
senting the ‘‘resting shape’’ of the eardrum of cat MY1216L.
The resting shape is defined as the shape measured at the
very start of a set of measurements with no pressure being
applied. The gray levels in this image vary from black
~points furthest from the reader! to white ~points closest to
the reader!. The darker central region enclosed by the thick
white line is the eardrum, whereas the lighter region sur-
rounding it~B! represents the bony part of the ear canal. The
areas of the eardrum corresponding to the pars tensa~PT!,
pars flaccida~PF!, and manubrium~M! are roughly outlined
by white lines. The large black area to the right of the pars

FIG. 1. Gray-level image of resting shape of eardrum of cat MY1216L. The thick white line encloses the visible portion of the eardrum. The pars tensa~PT!,
manubrium~M!, and pars flaccida~PF! are outlined, and the surrounding bony tissue is indicated~B!. The dot indicates a point on the pars tensa for which
pressure-displacement curves are later plotted. The anterior~Ant!, posterior~Post!, inferior ~Inf!, and superior~Sup! directions are also indicated. These
anatomical directions are approximate. The cat eardrum is actually tilted, so the pars flaccida is both posterior and superior~dorsal! and the manubrium runs
in the antero-inferior to postero-superior direction. The bottom panel shows a horizontal profile through the umbo, and the leftmost panel shows a vertical
profile through the umbo. The locations of the profiles are shown on the image by dotted lines 1 and 3; line 2 is referred to later in the text. The umbo is
located at the intersection of lines 1 and 3. The medial~Med! and lateral~Lat! directions are indicated for the profiles. Solid profiles are after phase
unwrapping with the coarse grating to determine the height of true jumps~see Sec. II E!, whereas dotted profiles are after phase unwrapping but without using
the coarse grating. The arrows indicate the locations of true jumps caused by overhanging ear-canal tissue.
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flaccida is a region of bone that is far from the reference
plane of the moire´ interferometer, and therefore not imaged
correctly. A vertical profile through the umbo is shown to the
left of the image, and a horizontal profile through the manu-
brium is shown at the bottom. The locations of the profiles
are shown on the image by dotted lines 1 and 3. The umbo is
located at the intersection of these two lines.

Note that there is no specific relationship between the
columns and rows in the image and the anatomy. However,
in all of the images acquired in this work, the manubrium
was generally oriented to be approximately parallel to thex
axis, i.e., it was parallel to the rows in the image.

B. Specimen preparation

Measurements were made on five fresh temporal bones
obtained from adult cats~MY0923R, MY1216L, MY1630L,
MY1721L, MY2626L!, which had been used for purposes
unrelated to the auditory system. The cats were sacrificed
with an intracardiac injection of pentobarbital Na solution
~60 mg/kg body weight!. The temporal bones were removed
from the cats approximately 15–30 minpost mortem. When
the temporal bones were removed, the auditory and facial
nerves were cut. The bulla and petrous bones were intact. No
holes were introduced into the middle ear, as evidenced by
the ability to maintain a constant pressure in the middle-ear
space during the measurement procedure, which is described
in the next section.

In order to provide a good view of the eardrum, the ear
canal is resected to within 1 mm of the eardrum. Since the
moiré technique requires a diffusely reflecting surface, the
lateral surface of the eardrum is coated with a thin uniform
layer of drawing ink~Pelican Drawing Ink A, 18 White!.
This ink does not significantly affect the mechanical re-
sponse of the eardrum~Dirckx and Decraemer, 1997!. In
order to apply pressures to the middle-ear cavities, a small
hole is drilled in the middle-ear wall, and a plastic tube for
applying pressures is glued to the hole using Loctite 406
cyanoacrylate, which provides an airtight connection. The
specimen is then placed in the moire´ apparatus. Total prepa-
ration time is about 2.5 to 3 h for a single specimen.

C. Measurement procedure

Three cycles of pressure are applied to the eardrum.
Each cycle starts from rest~i.e., zero pressure in the middle-
ear cavities! and involves loading the eardrum by applying
positive middle-ear pressures in the order 0.1, 0.2, 0.4, 0.7,
1.1, 1.6, and 2.2 kPa, then unloading back to 0 Pa in the
reverse order. The eardrum is then loaded by applying nega-
tive middle-ear pressures in the same order and unloaded in
the reverse order. The pressure values used in this experi-
ment cover the pressure range normally encountered in ev-
eryday life. We shall see that the displacement of the ear-
drum levels off at the extreme applied pressures, so that the
entire displacement range is covered.

At each step in a cycle, the pressure is maintained at a
constant value, and eardrum shape is measured using the
moiréapparatus with a grating having a pitch of 4 lines/mm.
A single shape measurement, including time to save the im-

age to a hard disk, takes 45 s. A shape measurement is made
5 s after the pressure is adjusted to a new level. This ensures
that both pressure and eardrum shape have stabilized. Once
the eardrum shape is measured at a given level, the pressure
is immediately changed to the next level. All three cycles are
measured in immediate succession with no pauses in be-
tween. Once all three cycles have been measured, the grating
is replaced by a coarser one having a pitch of 0.8 lines/mm,
and a single unpressurized shape measurement is made. As
explained in Sec. II E, the last measurement with the coarse
grating is used as a guide for ‘‘phase unwrapping.’’ The time
required to measure all three cycles and the shape with the
coarser grating is about 1.25 h. A total of 86 shape measure-
ments is made: 85 using the fine grating, and one using the
coarse grating.

D. Mallear fixation

For three of the five specimens, after measurements had
been made with a mobile malleus, the specimen was re-
moved from the apparatus and the malleus was fixed to the
middle-ear wall.~In one of the five cats, the malleus could
not be fixed, and one other was used to investigate the effects
of measurement time as discussed below.! A small hole is
drilled in the middle-ear wall superior to the pars flaccida. In
this region, the mallear neck and head are separated from the
adjacent middle-ear wall by a small gap. Once the malleus is
exposed, a small drop of glue~Loctite 406 cyanoacrylate! is
placed on its head to fix the malleus to the intact portion of
the middle-ear wall. The glue is placed on the mallear head
when it is somewhat viscous so that it does not run onto the
eardrum. This particular glue cures within seconds, which is
much less than the time required to place the specimen back
in the moiréinterferometer. Once the glue is completely dry,
the hole is sealed airtight with dental cement. When the
middle ear is exposed to air, as in this procedure for fixing
the malleus, the mucosal lining can dry out~Tonndorf and
Khanna, 1972!. To prevent desiccation of the lining while the
malleus is being fixed, the above manipulations are done in
the mist of a humidifier~Defensor 505!. The mist was used
to keep the outer surface of the bone moist and did not enter
the middle-ear cavity. At the output of the humidifier, the
mist formed a cloud with a diameter of approximately 30 cm,
and the temporal bone was held in the middle of this cloud
with the eardrum facing away from the output of the humidi-
fier.

Once the malleus is fixed, the specimen is remounted in
the moiréapparatus, and its response to static pressures is
measured again as outlined in the previous section. The total
time to fix the malleus and remount the specimen is 1.5 to
2 h. No leaks were detected around the sealed hole during
subsequent pressurized shape measurements.

In one of the five specimens~MY1721L!, the malleus
was not fixed. Instead, after the first set of shape measure-
ments was made, the specimen was left in the apparatus for
2 h, and shape measurements were then repeated. This speci-
men served as a control to assess changes in specimen shape
and response with time.
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E. Phase unwrapping

The z values at each pixel in a moire´ shape image are
computed as phase angles derived from the four phase-
shifted moiréinterference images, and the result is therefore
‘‘wrapped’’ into the range 0 tol, wherel is the size of the
ambiguities that must be unwrapped. The value ofl is ob-
tained by calibration of the moire´ interferometer~Dirckx and
Decraemer, 1990!. The z coordinates in the wrapped shape
image must be ‘‘unwrapped’’ to produce a shape image such
as the one in Fig. 1. The unwrapping is done by adding
multiples of l where required. For the measurements re-
ported here with the fine grating of 4 lines/mm,l
50.74 mm. A two-step procedure is used to unwrap the
wrapped images measured with the fine grating. First each
wrapped image is unwrapped using an automatic method
~Dirckx et al., 1988; Dirckx, 1990; Funnell and Decraemer,
1996!. The procedure involves first unwrapping the central
column of the image; profile 2 in Fig. 1 indicates the location
of the central column. The column is scanned pixel by pixel
from its center to the top and then from the center to the
bottom. During each scan, a running offset is added to each
pixel. The offset is incremented or decremented byl when-
ever the difference between two successive pixels exceeds a
threshold value of6l/2. Once the central column is un-
wrapped, each row is unwrapped in turn using the same pro-
cedure: each row is scanned first from the center to the left,
then from the center to the right, and a running offset is
added.

The above algorithm works well for smooth surfaces,
but problems arise when there are true abrupt jumps in thez
coordinates, as are present in the eardrum-shape images
where the bony ear-canal tissue overhangs the periphery of
the eardrum. The height of each jump is wrapped into the
range 0 tol It is not clear from examining the data how
many multiples ofl need to be added to correctly recon-
struct a jump. Although interest here is focused on the ear-
drum itself and not on the bony region surrounding it, it is
necessary to reconstruct the height of this region properly for
better visualization and, more importantly, for correct regis-
tration, which is described in the following section. There-
fore, the second step in the unwrapping procedure involves
correcting the heights of true jumps in unwrapped images
measured using the fine grating. Abrupt height variations can
be measured correctly if a larger value ofl is used so that all
surface-height variations remain within the range 0 tol
~Zhaoet al., 1994!. Sincel is proportional to the period of
the grating, a coarser grating will result in a larger value ofl,
denoted bylc . A grating with 0.8 lines/mm is therefore used
to obtain a supplementary eardrum shape image at zero pres-
sure~corresponding to the 86th measurement!. For this grat-
ing, lc is 3.7 mm. Since all points on the eardrum are less
than 3.5 mm away from the grating, images measured with
this grating need not be unwrapped; moreover, the heights of
true jumps are correctly determined since they are all less
thanlc . Given that the resolution obtained with the coarse
grating is poorer than that obtained with the fine grating, the
coarse grating cannot be used to make all shape measure-
ments, especially in response to pressures where the induced
shape changes—calculated as differences between shape

images—are subtle. The measurement with the coarse grat-
ing simply serves as a guide for correcting unwrapped im-
ages measured with the fine grating. The image measured
with the coarse grating is used to correct the first image
measured with the fine grating by pairwise matching of the
images: image 1 is compared with the one measured with the
coarse grating pixel by pixel and integer multiples ofl are
added to the former image to minimize the differences be-
tween the two images. Once image 1 is corrected, it is used
to correct image 2. Once image 2 is corrected, it is used to
correct image 3, and so on until all 85 images measured with
the fine grating have been corrected. The images are cor-
rected in this order since thez-coordinate difference between
two images with different pressures may well be greater than
l unless the pressures are close together.

The dotted curves in Fig. 1 are vertical and horizontal
profiles, after automatic unwrapping but before correction
using the supplementary coarse image; the arrows indicate
places where there are true jumps in the data that are not
unwrapped properly. The solid curve is the same profile after
pairwise matching with the image measured using the coarse
grating: the heights of the jumps are unwrapped properly.

F. Data registration

As explained above, after the eardrum response is mea-
sured with a mobile malleus, the specimen is removed from
the apparatus, the malleus is fixed, and the specimen is
placed back in the apparatus for further measurements. When
the specimen is replaced, its orientation with respect to the
interferometer grating is usually not quite the same as before
it was removed. The change in orientation involves a small
rigid-body translation and rotation of the specimen with re-
spect to the grating. To compare shape measurements made
after mallear fixation with those made with a mobile malleus,
the measured surfaces must be aligned or ‘‘registered’’ with
respect to one another.

To register the data, a rigid-body transformation must be
found which aligns the two data sets. While the eardrum may
change shape, the bony region surrounding the eardrum does
not change shape with pressure or time and can be used to
find the transformation. The Iterative Closest Point~ICP! al-
gorithm by Besl and McKay~1992! is used to calculate the
transformation. Given an initial estimate of the rigid-body
transformation, the algorithm iteratively refines it until points
on one surface~here, the bony region in the fixed-malleus
data set! are aligned with their closest counterparts on a ref-
erence surface~the bony region in the data set with a mobile
malleus!. The iterations stop when the mean-square distance
between corresponding points on the two surfaces does not
change significantly between iterations. The advantage of the
ICP algorithm is that it does not require one to identify cor-
responding landmarks on both surfaces, which is difficult to
do very accurately; however, it is necessary to provide an
initial estimate of the transformation.

A simple technique is used to find an initial transforma-
tion. Features are roughly identified on the bone in the shape
image with a mobile malleus, and corresponding features are
identified in the image with a fixed malleus. The bone sur-
rounding the eardrum contains some features~e.g., sharp cor-
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ners formed by the resection process! that can be identified in
both images. The features do not represent the same anatomi-
cal landmark from one cat to the next, but they are points
that are easy to identify in two different shape images of the
same eardrum. The correspondences are not exact, but are
good enough for an initial estimate. Generally about 10–15
points are used. Once the points are identified, the rigid-body
transformation that maps points in the fixed-malleus image
to points in the mobile-malleus image is estimated by mini-
mizing the mean-square distance between the two sets of
points. The minimization technique described by Horn
~1987! is used because it is efficient, requiring no iterations.
Since the correspondences are not exact, the transformation
is not very good and needs to be refined using the ICP algo-
rithm described above.

The root-mean-square difference inz coordinates of the
bony region, after registration of the fixed-malleus data to
the mobile-malleus data, was within 30mm, indicating good
registration.

III. RESULTS

A. Mobile malleus

1. Full-field displacement patterns

Changes in eardrum shape produced by the application
of pressure are subtle and difficult to see in gray-level rep-
resentations of the pressurized shape data. To emphasize
these changes, full-field displacement patterns are presented
in this section, and profiles through the shape data are pre-
sented in the next section. The displacement field for a pres-
sure p, denoted asDzp(x,y), is defined asDzp(x,y)
5zp(x,y)2z0(x,y), wherezp(x,y) is the shape measured at
pressurep andz0(x,y) is the resting shape measured at the
very start of the experiment.

Figure 2 shows a gray-level image of the displacement
field for cat MY1216L for the largest positive pressure used

in this study (12.2 kPa) during the first cycle of pressuriza-
tion. The gray levels in the image are proportional to dis-
placement magnitude, with white corresponding to the larg-
est displacement~490mm, occurring in the pars flaccida! and
black to the smallest~0 mm!. Also shown are profiles through
the displacement field; the locations of the profiles are shown
on the image by dotted lines. Displacements of the pars
tensa, both anterior and posterior, are larger than manubrial
displacements; this is best seen in profiles 1 and 2. The pos-
terior pars tensa displaces more than the anterior pars tensa.
As seen in profile 5, a broad maximum occurs in the poste-
rior pars tensa. The largest pars-tensa displacement is
380mm. The manubrium appears to be rigid, with manubrial
displacements~profile 4! increasing approximately linearly
from the superior end to the inferior end. The displacement
of the umbo is 250mm. As indicated by profiles 3 and 4, the
pars flaccida bulges considerably, having a maximum dis-
placement of 490mm. The ends of some of the profiles stop
abruptly as the periphery of the eardrum is obscured by over-
hanging tissue.

Figure 3 shows iso-amplitude displacement contours at
12.2 kPa for all five cats. The difference in amplitude be-
tween adjacent contours is 50mm. As a guide, some of the
contours are labeled. The thick black line represents the out-
line of the visible portion of the eardrum. Patterns for the
other cats are qualitatively similar to that for cat MY1216L,
but there are some differences, especially in displacement
magnitudes. For cats MY1630L, MY2626L, and MY1721L,
pars-flaccida displacements are not as large as pars-tensa dis-
placements. In cat MY0923R, the largest pars-tensa displace-
ment occurs in the anterior region, as opposed to the poste-
rior region as in the other cats. Visual inspection of this
specimen did not reveal any pathology which could have
resulted in localized differences in compliance.

Displacement patterns for other pressures and cycles are
qualitatively similar. For extreme negative pressures, how-

FIG. 2. Gray-level displacement image and profiles for
cat MY1216L measured at a pressure of12.2 kPa dur-
ing the first cycle. The gray levels in the image are
proportional to displacement magnitude with white cor-
responding to the largest displacement~490mm, occur-
ring in the pars flaccida! and black to the smallest~0
mm!. Dotted lines indicate where the profiles are ex-
tracted from. Profile 1 was taken through the umbo; 2
was extracted halfway along the manubrium and per-
pendicular to it; 3 was taken midway in the anterior
pars tensa; 4 passes through the length of the manu-
brium; and 5 passes through the point of maximal pars-
tensa displacement. Displacements indicated on the
profiles are inmm.
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ever, the location of the maximum pars-tensa displacement is
slightly inferior to that for positive pressures.

2. Pressurized shape profiles

Changes in eardrum curvature are best shown by plot-
ting profiles through the pressurized shape data. Figure 4

shows vertical profiles through the pressurized shape data for
cat MY1216L. The profiles are taken at the same location as
profile 2 in Fig. 1. Panel~a! shows the response to positive
pressures during loading~i.e., while the pressure is increased
from 0 Pa to12.2 kPa), whereas panel~b! shows the re-
sponse to negative pressures, also during loading~i.e., the

FIG. 3. Iso-amplitude displacement
contours for all cats used in this study,
measured at a pressure of12.2 kPa
during the first cycle. Displacements
are in mm, and adjacent contours are
50 mm apart. Note that in cat
MY0923R measurements were made
on the right ear instead of the left ear
as in the other cats. To facilitate com-
parison of MY0923R with the other
cats, the image of the eardrum was
mirrored to look like the others.

FIG. 4. Vertical profiles through pressurized shape data
for cat MY1216L, wherez is the height of each point
on the eardrum relative to the tympanic ring. The pro-
files are taken through a point halfway along the manu-
brium and perpendicular to it.~a! For first cycle while
sequentially loading from 0 kPa~leftmost profile! to
10.1, 10.2, 10.4, 10.7, 11.1, 11.6, and finally
12.2 kPa.~b! For first cycle while loading from 0 kPa
~rightmost profile! to 20.1, 20.2, 20.4, 20.7, 21.1,
21.6, and22.2 kPa.
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pressure is changed from 0 Pa to22.2 kPa). The displace-
ments do not reach zero at the anterior and posterior ends
because the periphery of the eardrum is hidden beneath over-
hanging tissue.

The description of eardrum convexity and concavity in
this paragraph refers to the sections of the eardrum shape
profile anterior and posterior to the manubrium in Fig. 4. In
the rest position@0 kPa, panel~a!#, both sections of the ear-
drum are almost straight in their paths from the manubrium
to the tympanic ring. Positive middle-ear pressures make
both sections convex outward. When the pressure is returned
to zero@panel~b!#, the unpressurized shapes of both sections
are now slightly convex outward and are somewhat different
from the resting shapes measured at the beginning of the
experiment. Small negative pressures straighten both sec-
tions, and extreme negative pressures make them concave.
When the pressure is returned to zero after the negative ex-
cursion, both sections of the shape profile~not shown! are
slightly concave and are again different from profiles previ-
ously measured at zero pressure. Similar patterns are seen in
profiles for the other cats: anterior and posterior sections of
the eardrum become increasingly convex outward with larger
positive middle-ear pressures, but become straighter and fi-
nally concave with negative middle-ear pressure.

Displacements of the manubrium and pars tensa are
asymmetric with respect to the sign of the applied pressure,
with the lateral displacements caused by positive middle-ear
pressures being larger than the medial displacements caused
by negative pressures. The asymmetry appears to be more
pronounced for the manubrium than for the pars tensa.

Figure 5 shows horizontal profiles through the manu-
brium of cat MY1216L, at the same location as profile 3 in
Fig. 1. Panel~a! shows the response to positive middle-ear
pressures during loading, whereas panel~b! shows the re-
sponse to negative pressures. As mentioned above, the manu-
brium appears to be rigid and has smaller displacements su-

periorly. The portion of the pars tensa inferior to the umbo in
these profiles is convex outward in its resting position, and
becomes even more curved when positive pressures are ap-
plied. Negative pressures reduce the curvature of this por-
tion, but do not make the pars tensa concave or even straight
in this area.

The pars flaccida, located superior to the manubrium,
bulges considerably. In its initial state it is concave, but it
becomes convex outward with positive pressures. The pars
flaccida is sucked further into the middle-ear cavity when
negative pressures are applied.

3. Pressure-displacement curves

Figure 6 shows how displacements for a typical point on
the pars tensa vary with pressure and cycle for cat
MY1216L. The point is located in the posterior pars tensa,
and is indicated by the dot in Fig. 1. Eardrum response is
nonlinear, with displacements growing less than in propor-
tion to applied pressure, as seen by the S shape of the
pressure-displacement curves. For instance, the maximal dis-
placement is 258mm at a pressure of11.1 kPA during the
first cycle while loading, whereas it is only 380mm at a
pressure of12.2 kPA during the same cycle. Although the
pressure was doubled, the maximal displacement increased
by a factor of only 1.38. As noted above, the response of the
eardrum is asymmetric with respect to the sign of the applied
pressure: lateral displacements caused by positive middle-ear
pressures are larger than medial displacements caused by
negative pressures. This is particularly noticeable at the ex-
treme pressures. For example, the displacement magnitude is
380 mm at a pressure of12.2 kPa during the first cycle,
whereas it is only 314mm at 22.2 kPa for the first cycle.
The curves exhibit hysteresis, with displacements measured
during unloading being larger than those measured during
loading. The hysteresis seen here was also found by Dirckx

FIG. 5. Horizontal profiles through pressurized shape
data for cat MY1216L. The profiles are taken through
the manubrium.~a! For first cycle while loading from 0
to 12.2 kPa.~b! For first cycle while loading from 0 to
22.2 kPa.
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and Decraemer~2001! in the gerbil. Displacement magni-
tudes also vary from cycle to cycle, generally decreasing
from the first cycle to the last. In general, the behavior of soft
tissue such as the eardrum depends upon its history, and the
shape of the hysteretic force-displacement loop may change
from one cycle to the next. If the material is taken through
the same load cycle repeatedly, the force-displacement curve
will normally converge to a stable shape; the material is said
to have been ‘‘preconditioned’’~Fung, 1993!. Precondition-
ing has been observed in tympanometry~Gaihede, 1996!. It
is not clear whether the variations from cycle to cycle in the
current study are due to gradualpost-mortemchanges or to
the lack of a sufficient number of preconditioning cycles, or
to a combination of both.

Pressure-displacement curves for the other cats are simi-

lar except for differences in displacement magnitudes and in
the degree of hysteresis. In cat MY1630L, displacements for
negative pressures during unloading are, for the most part,
smaller than during loading; the opposite is true in the other
cats. In cat MY1721L, there is very little variation from one
cycle to the next.

B. Immobile malleus

1. Full-field displacement patterns

Figure 7 is a gray-level displacement image for cat
MY1216L for a pressure of12.2 kPa for the first cycle of
loading, with the malleus immobilized. Displacement images
for other positive pressures are similar.~The displacement
image is computed after registration.! With a fixed malleus,

FIG. 6. Pressure-displacement curves for cat MY1216L
taken through a point in the posterior pars tensa, for
three cycles labeled with different symbols. The arrows
indicate the temporal order of the measurements. Lat-
eral displacements are positive, whereas medial dis-
placements are negative.

FIG. 7. Gray-level displacement image and profiles for
cat MY1216L measured at a pressure of12.2 kPa dur-
ing the first cycle after immobilizing the malleus. Dot-
ted lines indicate where the profiles are extracted from,
with black profiles corresponding to the fixed-malleus
data and gray profiles corresponding to the mobile-
malleus data. Displacements indicated on the profiles
are inmm. The arrows indicate artifacts that show up as
dark bands in bright regions of the displacement image;
the arrows outline the path of one such band.
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artifactual bands resembling iso-depth contours are visible,
and show up as dips and peaks in the displacement profiles.
The bands are the dark streaks in areas where the displace-
ment image should be white. As an example, one of the
bands is shown by arrows in Fig. 7. The bands are caused by
very small systematic errors associated with the shape-
reconstruction algorithm used with the moire´ apparatus
~Ladaket al., 2000!. Although the errors are small and com-
pletely masked for the large displacements observed with a
mobile malleus at high pressures, they are not completely
masked for small displacements. The black profiles are for
the fixed-malleus data, and the gray ones are for the mobile-
malleus data. Profile 4 shows that the manubrium is immo-
bile, or almost so, along most of its length. Profile 2 further
illustrates that the manubrium is practically immobile supe-
riorly, whereas profile 1 shows that the manubrium displaces
slightly near the umbo.

For this cat, with a fixed malleus there is a broad dis-
placement maximum in the posterior pars tensa with a mag-
nitude of 140mm; this value is about 37% of the correspond-
ing maximum value for the mobile-malleus case. For cats
MY1630L and MY0923R, the maximum pars-tensa displace-
ments with fixed mallei were 52% and 46% of the mobile-
malleus values, respectively.

The maximum pars-flaccida displacement for cat

MY1216L is 100mm, which is only about 20% of the value
for the mobile case. This is a surprisingly large decrease. For
cats MY1630L and MY0923R, the maximum pars-flaccida
displacements with fixed mallei were 84% and 66% of the
mobile-malleus values, respectively. Table I lists maximal
pars-flaccida displacements before and after mallear fixation,
as well as the ratio of displacement after fixation to displace-
ment in the mobile-malleus case.

Figure 8 shows fixed-malleus iso-amplitude displace-
ment contours for all three cats. The difference in amplitude
between adjacent contours is 25mm. The patterns are some-
what distorted by the systematic errors discussed above. The
patterns are qualitatively similar, although the pattern for cat
MY0923R exhibits a strong maximum in the anterior pars
tensa as well as in the posterior pars tensa. In cats MY1630L
and MY0923R, the manubrium displaces more than in cat
MY1216L. Examination of the specimens after the experi-
ments indicated that the head of the malleus in each of these
cats was indeed fixed to the middle-ear wall. However, it is
possible for the manubrium to bend. The displacement of the
umbo and of the superior end of the manubrium are tabulated
in Table II for all three cats in which the malleus could be
fixed. Ideally, if the manubrium is perfectly fixed, displace-
ments along its length should be zero. For comparison, the
displacement with a normal mobile malleus is also listed.
The ratio of fixed/mobile displacement is a measure of the
degree of manubrial fixation, with values closer to zero indi-
cating more fixation relative to the mobile case. Results are
reported for a pressure of12.2 kPa because this represents
an extreme case for which manubrial displacement would be
largest. As can be seen, with a mobile malleus, the manu-
brium of cat MY0923R displaces more than that of cat
MY1630L, and the manubrium of cat MY1630L displaces
more than that of cat MY1216L except near the superior end.
The same trend is observed in manubrial displacements after
mallear fixation, with the manubrium of MY0923R displac-

TABLE I. Displacement of the pars flaccida before and after mallear fixa-
tion measured at a pressure of12.2 kPa during the first cycle of pressuriza-
tion.

Displacement

Fixed ~mm! Mobile ~mm! Fixed/mobile

MY1216L 100 490 20%
MY1630L 320 380 84%
MY0923R 415 630 66%

FIG. 8. Iso-amplitude displacement
contours for all cats in which the
malleus was immobilized. The data
are for a pressure of12.2 kPa during
the first cycle. Displacements are in
mm, and adjacent contours are 25mm
apart. Note that in cat MY0923R mea-
surements were made on the right ear
instead of the left ear as in the other
cats. To facilitate comparison of
MY0923R with the other cats, the im-
age of the eardrum was mirrored to
look like the others.
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ing more than that of MY1630L, which displaces more than
that of MY1216L. The fixed/mobile ratio indicates that the
manubrium of cat MY1216L is better fixed than that of cats
MY1630L and MY0923R. Furthermore, the degree of manu-
brial fixation in cat MY1630L is greater than that in cat
MY0923R at the superior end of the manubrium. Manubrial
displacements with a fixed malleus are small and remain
small during pressurization.

Displacement patterns for negative pressures in all cats
except MY0923R are similar to those for positive pressures,
but the location of the pars-tensa maximum is pushed
slightly in the postero-inferior direction. In cat MY0923R,
the displacement pattern becomes considerably simpler than
that for positive pressures, and the location of maximum dis-
placement occurs in the posterior pars tensa as opposed to
the anterior pars tensa as it does for positive pressures in this
cat.

2. Pressurized shape profiles

Figure 9 shows vertical profiles through the pressurized
shape data for cat MY1216L after mallear fixation and reg-
istration to the mobile-malleus data. The profiles are taken at
the same location as profile 2 in Fig. 1. For clarity, only
profiles for pressures of 0~very first measurement!, 61.1
and 62.2 kPa are shown; the fixed-malleus profiles are in
black. Superimposed in gray are corresponding profiles for
pressures of62.2 kPa for the mobile-malleus case. The sec-
tions of the pars tensa both anterior and posterior to the
manubrium in these profiles are convex outward at rest and
the curvature increases with positive middle-ear pressures.
Negative pressures straighten both sections, but in the fixed-
malleus case do not make them concave in this particular cat.
In the other cats, extreme negative pressures do make both
sections of the pars tensa slightly concave in vertical profiles
extracted at the same location, but the change in shape is not
as dramatic as with a mobile malleus.

3. Pressure-displacement curves

With a fixed malleus, the pressure-displacement curves
that were obtained vary considerably from cat to cat, and are
described individually here. Figure 10~a! is a pressure-
displacement curve for cat MY1216L; the curve is for the
same point as that shown in Fig. 1 by the dot. The curves
show the same general features as those for the mobile-
malleus data. During the first cycle, displacements increase
less than in proportion to the applied pressure. For example,
when the pressure is doubled from11.1 to 12.2 kPa, the

displacement increases by only 1.6 times. Nonlinearity is
more pronounced for the unloading branch than for the load-
ing branch. Displacements for the next two cycles are
smaller than for the first cycle, and the loading branches
appear to be almost linear.

Figure 10~b! shows pressure-displacement curves for cat
MY1630L. Nonlinearity is more pronounced in this cat. Dis-
placement magnitudes for the first two cycles and the posi-
tive part of the third cycle are similar, but for the negative
part of the third cycle the displacement magnitudes are much
smaller than for the other cycles. It is not clear why the third
cycle is so different; there was no leakage in the pressuriza-
tion apparatus.

Figure 10~c! shows the same curves for cat MY0923R.
In this cat, displacements vary considerably from cycle to
cycle. The first cycle is very different from the second and
third, which are quite similar. During the first cycle, medial

TABLE II. Displacements of the umbo and superior end of manubrium before and after mallear fixation
measured at a pressure of12.2 kPa during the first cycle of pressurization.

Displacement at umbo
Displacement at superior end of

manubrium

Fixed
~mm!

Mobile
~mm! Fixed/mobile

Fixed
~mm!

Mobile
~mm! Fixed/mobile

MY1216L 32 156 21% 5 70 7%
MY1630L 54 181 30% 10 60 17%
MY0923R 68 226 31% 20 90 22%

FIG. 9. Vertical profiles through pressurized shape data for cat MY1216L.
Fixed-malleus~black! and mobile-malleus~gray! data are shown after reg-
istration. The profiles are taken through a point halfway up the manubrium.
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displacements in response to negative middle-ear pressures
are much larger than lateral displacements due to positive
pressures. After the negative excursion, the eardrum does not
return to its original shape, and the unpressurized shape mea-
sured at the beginning of the second cycle is considerably
different from that measured at the beginning of the experi-
ment.

4. Effects of measurement time

In cat MY1721L, the malleus was not fixed. Instead, the
response to a sequence of three cycles was first measured and
then, after a wait of 2 h~which was the longest time required
to fix the malleus in the other specimens!, the response to
another three cycles was measured. This specimen serves as
a control to test what effects, if any, measurement time and
mallear-fixation time have on the response. Figure 11 shows
pressure-displacement curves for a typical point on the pars
tensa; the black curve is for the first set of three measure-
ments, whereas the gray one is for the second set. As the
responses were similar from one cycle to the next in any one
set of measurements for this cat, all three cycles for one set
of measurements were averaged in order to simplify the
graph. Displacements measured during the second sequence
of loading are generally smaller than those measured during
the first sequence. The largest difference in displacement
magnitude over the entire surface of the pars tensa is less
than 50mm and occurs at the highest pressures. This value is
much smaller than the difference seen after malleus fixation,
implying that measurement and fixation times have only a
small effect on eardrum behavior. For comparison, the larg-
est difference in pars-tensa displacement after mallear fixa-
tion and at a pressure of12.2 kPa~first cycle! was 240mm
for cat MY1216L, 225mm for cat MY1630L, and 325mm
for cat MY0923R.

IV. DISCUSSION

The displacement patterns previously measured in re-
sponse to large static pressures in cats~Stoffels, 1993!, hu-
mans~Dirckx and Decraemer, 1991!, and gerbils~von Unge
et al., 1993; Dirckx and Decraemer, 2001!, with a normal
mobile malleus, are similar in that the pars-tensa displace-
ments are always larger than manubrial displacements, with
the largest pars-tensa displacements generally occurring in
the posterior region rather than in the anterior region. With
the exception of one cat~MY0923R!, the displacement pat-
terns measured in this work are similar to those measured
previously. Modeling studies indicate that eardrum response
is sensitive to variations in shape, stiffness, and thickness
~e.g., Funnell and Laszlo, 1978!, each of which may vary not
only among cats but also spatially across the surface of the
eardrum in any particular cat. Finite-element calculations uti-
lizing subject-specific shape information for cat MY0923R
indicated that local variations in shape do not alone account
for all of the differences between displacement patterns for
cat MY0923R and the other cats~Ladak, 1998!. Further-
more, there were no visible localized differences in thick-
ness. It is quite plausible that the local stiffness of the ante-
rior pars tensa in this cat was lower than that of the posterior
pars tensa, resulting in larger displacements in the anterior
region.

This is the first time that complete loading and unload-
ing cycles have been measured in cats. The observed
pressure-displacement curves indicate that eardrum response
is not elastic, i.e., the original shape of the eardrum is not
restored when loads are removed. The eardrum, like many
other tissues, is viscoelastic~Decraemeret al., 1980!. The

FIG. 10. Pressure-displacement curves for cats MY1216L, MY1630L, and
MY0923R after mallear fixation for a point in the posterior pars tensa. The
arrows indicate the temporal order of the measurements. Lateral displace-
ments are positive, whereas medial displacements are negative.
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multiple loading/unloading cycles measured in each eardrum
in this work are more repeatable than those measured previ-
ously in cats~Stoffels, 1993! because a stricter schedule and
protocol were followed for the measurements reported here.
The response of soft tissues generally depends on their
loading/unloading histories. Indeed, in clinical tympanom-
etry differences in measurement protocol do result in pro-
nounced differences in tympanometric data~Osguthorpe and
Lam, 1981!.

With a mobile malleus, eardrum response is complicated
by the mechanical load exerted on it by the rest of the middle
ear. For instance, at high pressure levels, ossicular response
in humans is known to be asymmetric and nonlinear~Hüt-
tenbrink, 1989!, which in turn affects eardrum response.
Asymmetry in ossicular displacements at high pressures has
been said to arise from slippage in the joints between the
malleus and the incus and between the incus and the stapes
~Guinan and Peake, 1967; Cancura, 1980; Hu¨ttenbrink,
1989; Decraemeret al., 2003!—the joints are easily
stretched by large positive middle-ear pressures but are only
slightly compressed by negative pressures. Another source of
nonlinearity in the ossicular response may be the annular
ligament connecting the stapes to the oval window, which
limits the displacement of the stapes~Price, 1974; Price and
Kalb, 1986; Pascalet al., 1998!; indeed, Price and Kalb
~1991! feel that this is the main source of nonlinearity in
middle-ear response at high pressures.

In order to characterize the behavior of the eardrum in-
dependently of the ossicular chain, experiments with an im-
mobile malleus were conducted. This permits comparison
with a finite-element model of the eardrum, for example,
without the complication of a complete middle-ear model.
With an immobile malleus, pars-tensa displacements de-
crease because of the decreased mobility of the manubrium.
Even with an immobile malleus, the eardrum response is
seen to exhibit features such as nonlinearity, asymmetry and
hysteresis, although the degree of nonlinearity is somewhat
reduced. There are considerable differences in pressure-

displacement curves measured among the three cats, which
could reflect interindividual differences in shape, stiffness,
and thickness. The eardrum displacements reported here for
large static pressures after mallear fixation are several times
larger than the thickness of the eardrum; this suggests that, at
the very least, geometric nonlinearities must be taken into
account in constructing finite-element models of the eardrum
that are valid at high pressures~Ladak and Funnell, 1995!. It
may also be necessary to consider nonlinearities of material
properties. In any case, it appears that eardrum nonlinearity
cannot be completely ignored in comparison with nonlineari-
ties arising from other middle-ear structures, as has been
assumed by previous investigators~Price and Kalb, 1991;
Wada and Kobayashi, 1990!.

With reference to Figs. 7 and 8 and Table II, it is clear
that the technique used to render the malleus immobile does
not result in every point on the manubrium having exactly
zero displacement. Although the point on the mallear head
that is glued to the middle-ear wall remains fixed, the manu-
brium appears to bend. The apparent bending of the manu-
brium observed here may be consistent with the manubrial
bending discussed by Funnellet al. ~1992! and Decraemer
et al. ~1994!, although it is difficult to quantitatively compare
that bending, in the linear regime at frequencies of 2 kHz and
higher, with the present relatively low-resolution static mea-
surements in the nonlinear regime. The 1992 and 1994 re-
sults suggested that there is likely to be less bending at lower
frequencies, which is consistent with the fact that pro-
nounced bending is not seen in the present measurements.

Displacement patterns for the pars flaccida are qualita-
tively similar before and after mallear fixation and between
individuals. However, there is considerable interindividual
variability in the size of the displacements both before and
after mallear fixation. In all cases, displacement magnitude
decreases after mallear fixation, but the degree of decrease as
indicated by the fixed/mobile ratio in Table I exhibits inter-
individual differences. Variability in this decrease may be
related to individual differences in the properties of the pars

FIG. 11. Averaged pressure-displacement curves for cat
MY1721L taken through a point in the posterior pars
tensa. The second set was taken 2 h after the first set.
Each set consists of three cycles averaged together. Lat-
eral displacements are positive, whereas medial dis-
placements are negative.
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flaccida or to the degree of manubrial fixation. One might
expect that the greater the degree of manubrial fixation is, the
greater the decrease in pars-flaccida displacement will be af-
ter fixation. Note that in cat MY1216L the decrease in pars-
flaccida displacement is dramatic, as is the decrease in manu-
brial displacements, particularly at the superior end. In cats
MY1630L and MY0923R, the degree of decrease in manu-
brial displacement is not as large as in cat MY1216L, and
neither is the degree of decrease in pars-flaccida displace-
ments. However, the relationship between degree of mallear
fixation and pars-flaccida mobility is not clear from these
data since in cat MY1630L the malleus is less mobile after
fixation than in cat MY0923R, while the degree of decrease
of pars-flaccida displacement in cat MY1630L is lower than
that of cat MY0923R. Experiments in the same animal in
which the degree of manubrial fixation is varied would cer-
tainly help address whether the variability in the degree of
decrease in pars-flaccida displacement is related to the de-
gree of manubrial fixation.

V. CONCLUSION

In this study, the shape of the cat eardrum was measured
with a normal mobile malleus and an immobile malleus dur-
ing cyclical loading with static middle-ear pressures up to
62.2 kPa. The shape was monitored throughout the loading
and unloading phases, and three complete cycles were ob-
served. The use of a coarse grating, to complement the fine
grating used for most of the measurements, was shown to
permit resolution of the phase ambiguities of the moire´ tech-
nique at locations where the bony ear canal overhangs the
eardrum.

Displacement patterns with a mobile malleus show that
pars-tensa displacements are larger than manubrial displace-
ments, as expected, with the maximum pars-tensa displace-
ment occurring in the posterior region in all cats except one.
For both the mobile-malleus and immobile-malleus cases,
the eardrum response is nonlinear with displacements grow-
ing less than in proportion to applied pressure. Moreover, the
response is asymmetric, with lateral displacements~caused
by positive middle-ear pressures! being larger than medial
displacements. With a mobile malleus, manubrial displace-
ments exhibit more pronounced asymmetry than pars-tensa
displacements. In both cases, displacement magnitudes vary
from cycle to cycle.

Considerable variability was observed in the responses
to negative pressures. The eardrum shape may change from
being convex outward to being concave. The erratic results
for negative pressures might be due to a mechanical instabil-
ity such as snap-through buckling of the eardrum. This is a
form of instability in which a sudden jump from one equi-
librium configuration to a very different equilibrium configu-
ration occurs at a specific pressure, and is observed as a local
reversal in curvature. As mentioned previously, eardrum me-
chanical response is sensitive to shape changes, and the sud-
den shape changes associated with snap-through buckling
could produce a drastically different displacement when the
pressure is changed than would be expected if snap-through
did not occur.

Although the results presented here~e.g., Fig. 11! indi-
cate that the underlying mechanical properties of the ear-
drum did not necessarily change much during the course of
the experiment, more work is required to clarify the roles of
variability, preconditioning, andpost-mortemeffects.

This work provides a basis for constructing and validat-
ing models of the nonlinear response of the eardrum in re-
sponse to large static pressures. Beyond that, it will contrib-
ute to the interpretation of measurements of the response of
the entire middle ear to large static pressures~Decraemer
et al., 2003! and ultimately to the detailed modeling of the
mechanics and acoustics of tympanometry. Once nonlinear
models such as that proposed by Ladak and Funnell~1995!
are validated using the data measured in this work, such
models can, in principle, be used to simulate any loading
pattern, including static pressure applied to the lateral side of
the eardrum as in tympanometry. Furthermore, by including
inertial and damping effects in such models, it would be
possible to simulate the response to sinusoidal tones super-
imposed on static pressures as in tympanometry.
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Analytic treatment of the compound action potential: Estimating
the summed post-stimulus time histogram and unit response
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The convolution of an equation representing a summed post-stimulus time histogram computed
across auditory nerve fibers@P(t)# with an equation representing a single-unit wave form@U(t)#,
resulted in an analytic expression for the compound action potential~CAP!. The solution was fit to
CAPs recorded to low and high frequency stimuli at various signal levels. The correlation between
the CAP and the analytic expression was generally greater than 0.90. At high levels the width of
P(t) was broader for low frequency stimuli than for high frequency signals, but delays were
comparable. This indicates that at high signal levels there is an overlap in the population of auditory
nerve fibers contributing to the CAP for both low and high frequency stimuli but low frequencies
include contributions from more apical regions. At low signal levels the width ofP(t) decreased for
most frequencies and delays increased. The frequency of oscillation ofU(t) was largest for high
frequency stimuli and decreased for low frequency stimuli. The decay ofU(t) was largest at 8 kHz
and smallest at 1 kHz. These results indicate that the hair cell or neural mechanisms involved in the
generation of action potentials may differ along the cochlear partition. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1791911#

PACS numbers: 43.64.Pg, 43.64.Nf, 43.64.Rj@BLM # Pages: 3022–3030

I. INTRODUCTION

The long-term goal of this research is to develop clinical
measures that describe and distinguish the underlying patho-
physiology resulting in sensorineural hearing loss. Previ-
ously, cochlear function was estimated via a cochlear trans-
ducer function derived from cochlea microphonic~Chertoff
et al., 1996! and distortion product ototacoustic emission
~Bian et al., 2002! data. The results indicated that the trans-
ducer function was both sensitive and specific to different
ototoxic agents~Bian and Chertoff, 1998; 2001!. The co-
chlear microphonic and distortion product otoacoustic emis-
sion mainly assess outer hair cell function. However, in pa-
tients with hearing loss, hair cell deterioration as well as
neuronal degeneration can occur~Schuknecht, 1964! and
techniques to assess neuronal survival are lacking. The CAP
and its physiologic components may be useful for develop-
ing an approach to assess neuronal integrity. For example,
Hall ~1990! showed that the maximum amplitude and the
slope of the growth functions of the electrically evoked CAP
could be used to estimate neuronal survival in cochlear im-
plant patients.

The compound action potential~CAP! recorded with an
electrode placed on the round window represents the
summed electrical activity from the discharges of auditory
eighth nerve fibers. Goldstein and Kiang in 1958, proposed
that the relation between the single-unit response and the
CAP could be described as a convolution integral given as

CAP~ t !5A•E
2`

t

P~ t !U~ t2t!dt, ~1!

whereP(t) is the probability density function taken over the
population of nerve fibers~i.e., the sum of the post-stimulus
time histograms obtained from individual fibers!, U(t) is the
unit response wave form, andA is the number of units in the
population.

The principle assumptions for the relation expressed by
Eq. ~1! are thatU(t) is identical across fibers of different
characteristic frequencies~CFs! and spontaneous rates~SRs!
and the discharges of individual fibers are mutually indepen-
dent. The first assumption was verified by Prijs~1986! who
used the spike-triggered averaging technique to obtainU(t)
from single units with different CFs. Prijs showed thatU(t)
was a biphasic wave form with characteristics that did not
differ across CF. The second assumption was addressed by
Johnson and Kiang~1976! by simultaneously recording dis-
charge patterns from pairs of auditory nerve fibers. The au-
thors concluded that the cross-correlation between pairs of
fiber discharges for tone-evoked activity was consistent with
two independent sequences. Thus Eq.~1! seems to be a valid
description for the relation between single-unit auditory
nerve fibers and the CAP.

Understanding the relation between single-unit dis-
charges and the CAP has led to the development of many
models of the CAP~de Boer, 1975; Elberling, 1976a; Dolan
et al., 1983; Teaset al., 1962; Versnelet al., 1992a; McMa-
hon and Patuzzi 2002!. Some approaches have used a theo-
retically derivedU(t) ~de Boer, 1975; McMahon and Patuzzi
2002! whereas others have derivedU(t) from masking pro-
cedures~Elberling, 1976b! or the spike-triggered averaging
technique~Kiang et al., 1976; Versnelet al., 1992a; Wang,
1979!. P(t) has been theoretically derived using a probabi-
listic pulse generator~de Boer, 1975! or empirically by sum-
ming post-stimulus time histograms obtained from single-
unit recordings of auditory nerve fibers~Kiang et al., 1976;

a!Author to whom correspondence should be addressed. Electronic mail:
mchertof@kumc.edu
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Versnel et al., 1992a; Wang, 1979!. In general, the results
show that the models based on convolvingP(t) with U(t)
are quite successful in replicating the morphology of the
CAP wave form and some of the changes in CAP latency and
amplitude as a function of signal level.

Another use of Eq.~1! is to use a recorded CAP, an
assumedU(t), and deriveP(t) through deconvolution~El-
berling, 1976b; de Sauvage, 1985!. Elberling ~1976b! used
this approach with a logarithmic transformation of the de-
rived P(t) to obtain ‘‘response areas’’ of the cochlea that
contribute to the CAP in normal and hearing impaired indi-
viduals. In his work Elberling assumed a particular form of
U(t) that was derived from masking studies of the CAP and
assumed thatU(t) was the same for each subject. In the
present paper, a different method is used to obtainP(t) and
U(t). The approach is to assume functional forms forP(t)
and U(t), derive an analytic solution to Eq.~1! and fit the
solution to recorded CAPs. An advantage of this approach is
that there is no assumption thatU(t) is similar across indi-
viduals. This is an important consideration given that some
evidence suggests thatU(t) may differ between normal and
pathologic cochleas~Prijs, 1986, Versnelet al., 1992b!. The
purpose of this paper is to derive an analytic solution to Eq.
~1! and describe the influence of signal frequency and level
on the componentsP(t) and U(t) that make up the CAP.
Subsequent research will address the influence of hair cell
damage and neural degeneration onP(t) andU(t).

Theoretical treatment: The analytic solution of Eq.~1!
requires functional forms forP(t) andU(t). Assume that in
response to a short duration signal such as a tone burst,P(t)
can be expressed as a gamma function given as

P~ t !5S t2a

b D g21

•e(2t2a) /b for t>a,

~2!
0 otherwise.

The parameterst anda represent time and time delay from
stimulus onset, respectively.b influences the width ofP(t)
with larger values leading to a broaderP(t) andg influences
the slope. Equation~2! is similar to the function used by
Versnelet al. ~1992a! to model the envelope of single-unit
post-stimulus time histograms in response to click stimuli.
However, unlike Versnelet al. ~1992a! who fit g to indi-
vidual PSTs, in this studyg was considered a constant equal
to 2 for simplicity of calculations.

The unit wave form is given as

U~ t !5e2kt sin~vt !, ~3!

i.e., a damped sinusoidal function wherek is a decay con-
stant,v52p f and f is frequency. This function was chosen
because with large damping it resembles a single-unit wave
form and McMahon and Patuzzi~2002! used a similar func-
tion and successfully modeled the CAP.

In the Laplace domain, Eq.~1! can be expressed as

CAP~s!5A•P~s!U~s!, ~4!

where

P~s!5

e2saS 1

b D g21

G~g!

S s1
1

b D g ~5!

and

U~s!5
v

~s1k!21v2 . ~6!

Settingg52, substituting Eqs.~5! and~6! into ~4!, and con-
verting Eq.~4! to the time domain via the inverse Laplace
transform~Maple 7.0! yields

CAP~ t !52
AbH~ t2a!

c2

3$ve~2t1a!/b@c~ t2a!22b~bk21!#

1ek(2t1a)@a sin~v~a2t !!2b cos~v~a2t !!#%,

~7!

where

a5bv22~bk21!2,

b52bv~12bk!,

c5b2v21~bk21!2,

andH5the Heaviside function which50 for t<a and 1 for
t.a. Equation ~7! represents an analytic solution of the
CAP in the time domain and the negative sign in front ofA
is to plot the CAP withN1 ~Fig. 1! downwards.

II. METHODS

A. Subjects, animal preparation, and data acquisition

The CAPs used in this study were data previously re-
corded from seven normal animals in Chertoffet al. ~2003!
and the remaining four normal animals were from pilot ex-
periments ongoing in the laboratory. A total of 11 Mongolian
gerbils~Meriones unguiculatus! weighing between 40 and 60
grams with normal hearing were used as subjects. Normal
hearing was defined as CAP thresholds at or below 30 dB
SPL for 1, 2, 4, 8, and 16 kHz.

As a majority of the data in this study comes from sur-
gical and data acquisition procedures previously reported
~Chertoff et al., 2003! only a brief report is presented. Ani-
mals were sedated with Nembutal~64 mg/kg!, the right
pinna removed, and the bulla opened with a surgical drill. A
silver ball electrode was placed in the round-window niche
and a needle electrode placed in the neck served as ground. A
cotton wick in the niche kept the bulla dry throughout the
experiment.

Two millisecond tone bursts were created in an array
processor~Tucker-Davis Technology, TDT AP2! and down-
loaded to a 16-bit D/A converter~TDT, DA1! sampling at
65.536 kHz. The output of the D/A was routed to an attenu-
ator ~TDT PA4!, headphone buffer~TDT HB6!, and subse-
quently to a probe-tube headphone~Etymotic ER-2! attached
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to a speculum sealed to the animal’s bony external ear canal.
A probe microphone~Etymotic ER-7C! placed in the specu-
lum monitored signal level.

CAPs were elicited by 1-, 2-, 4-, 8-, and 16-kHz tone
bursts at levels ranging from 100 dB SPL to 15 dB SPL in
5-dB increments. Signals were delivered with alternating po-
larity to reduce contamination from the cochlear micro-
phonic. The electrophysiologic signal recorded by the round-
window electrode was sent to two amplifiers in series for a
total amplification of 5000~Stanford SR560, Steward VBF
10!, band-pass filtered~0.03–25 kHz!, and digitized at
65.536 kHz~TDT, AD2!. The CAP was monitored on a com-
puter screen by two investigators and when the CAP was
clearly visible, the signal was stored on disk. At most, 500
stimulus presentations were required to obtain a CAP.

B. CAP wave form and statistical analysis

Compound action potential wave forms from each ani-
mal and signal level were loaded into MATLAB~The Math-
Works! and fit with Eq.~7! using a nonlinear least squares
fitting routine ~NLINFIT, MATLAB !. Initial conditions to
the fitting routine were modified until the best fit could be

obtained for each wave form. Next, the residuals of the fit
and the original CAP data were used to obtain 95% confi-
dence intervals for each of the parameters~NLPARCI, MAT-
LAB !. If the confidence interval for a parameter included
zero, the parameter was not statistically significant and
deemed unreliable. In these cases, the parameter was not
included in any further statistical analysis.

A hierarchical linear model was used to determine if the
parameters of Eq.~7! varied as a function of frequency and
signal level. A hierarchical analysis was used instead of the
more common repeated measures analysis of variance be-
cause it does not require the assumption of compound sym-
metry and is not influenced by missing data~Wu, 1996!. One
question of interest was to determine if a given parameter
changed with signal level and if so, did the change differ
between frequencies. This was addressed first by examining
the frequency-by-level interaction. If significant the hierar-
chical analysis determined the significance of the slope of the
parameter-level function for each frequency. Next, Bonfer-
onni t-tests were used to test the slopes among frequencies.
If a frequency main effect was significant, the mean param-
eter value~computed across level! was compared between

FIG. 1. Wave forms represent the CAP
~grey! and fit of Eq.~7! ~black! to a 4
kHz tone burst for one animal. The in-
fluence of signal level~5 dB incre-
ments! on the model parameters is il-
lustrated in the right panel.
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frequencies using Bonferonnit-tests. An alpha of 0.05 was
used to determine significant interaction and main effects. To
control for a Type 1 error for the multiple~10! post-hoc
comparisons, ap<0.005 was considered a significant differ-
ence.

III. RESULTS

A. Model fit and reliability

An example of the CAPs to 4 kHz tone bursts, the fit of
Eq. ~7!, and the corresponding parameters for one represen-
tative animal is illustrated in Fig. 1. On the left are the re-
corded CAPs~grey! and the predicted CAPs~black! for sig-
nal levels ranging from 100 dB SPL to 30 dB SPL in 10 dB
increments. Equation~7! modeled theN1 and theP1 compo-
nents of the CAP quite accurately whereas the fit was some-
what poorer for theN2 and theP2 components. On the right,
the parameters of Eq.~7! for each signal level~5 dB incre-
ments! are illustrated. The size ofb andA tend to increase
with signal level whereasa ~or delay! decreases. The decay
constant (k) of U(t) shows some variation around 40 dB
SPL, but is stable at other signal levels. Similarly, the fre-
quency of the unit wave form oscillation is stable around 1
kHz. The fit, or correlation coefficient, (R) of Eq. ~7! to the
CAP remains high at most signal levels, ranging from a low
of 0.80 at 30 dB SPL to 0.99 at 45 dB SPL.

The mean (61 standard deviation! correlation coeffi-
cient between Eq.~7! and the CAP for each frequency is
shown in Fig. 2. At 40 dB SPL and above, Eq.~7! fits the
CAP quite well for each frequency with limited variation
among animals. Below approximately 40 dB SPL the pre-
dicted CAP does not fit well because its small amplitude
close to threshold leads to a poor signal-to-noise ratio. For
this reason, subsequent analyses were performed only on
data for signal levels>40 dB SPL.

Table I shows the percentage of responses at which the
coefficients were statistically significant. Percentage is de-
fined as the number of times a coefficient was statistically

significant divided by the total number of recordings. For
frequencies below 16 kHz the number of recordings was
143. For 16 kHz, the total number of recordings was 135
because not all animals received the 100 dB SPL or 95 dB
SPL stimulus level. At 16 kHz,b andA were least reliable,
only occurring for approximately 65% of the wave forms,
whereas the remaining parameters occurred about 87% of the
time. In contrast, for stimuli below 16 kHz, the coefficients
were more reliable. For example, at 2 kHz and 4 kHz, the
coefficients were significant for all of the animals at all sig-
nal levels.

B. P„t … parameters

Figure 3 illustrates the influence of signal level and fre-
quency on the parameters that characterizeP(t). The mag-
nitude of theb coefficient~left panel!, which governsP(t)
width, increased significantly with increasing signal level for
2, 4, 8, and 16 kHz. The rate of increase was similar for 4, 8,
and 16 kHz whereas for 2 kHz, the slope was less than that at
4 and 8 kHz. In contrast to the increase inb with signal
level, the b coefficient for the 1 kHz stimulus showed a
slight, but significant, decrease with signal level. Overall the
size of b differed with frequency.b for 1 kHz was largest
followed by 2, 4, and 8 kHz and the size ofb did not differ
between 8 and 16 kHz.

The scaling coefficient of Eq.~7!, A, also varied with
level and frequency~middle panel!. As signal level in-
creased,A increased significantly for each stimulus fre-
quency. The rate of increase was largest for 8 kHz and the
slopes of theA-level functions did not differ among 1, 2, 4,
and 16 kHz. Collapsed across signal level, theA coefficient
was significantly larger for 8 kHz than any other frequency.
The A coefficient for 2 and 4 kHz was larger than 1 kHz.

The influence of signal level and frequency on the delay
parameter,a, is shown in the right panel. As signal level
increaseda decreased for each of the frequencies. The slope
of the delay-level function varied among the frequencies. For
1 kHz, a changed more rapidly thana for 4, 8, and 16 kHz.
The slope for the 2 and 4 kHz stimuli were similar but
steeper than 8 and 16 kHz. Finally, the slope of the delay-
level function was steeper for 16 kHz than 8 kHz. A signifi-
cant frequency effect occurred showing that the overall la-
tency at 1 kHz was greater than 16 kHz, 2 kHz was greater
than 8 kHz, and 4 kHz was greater than 16 kHz.

FIG. 2. Mean correlation, computed across all animals, between CAP re-
cordings and Eq.~7! as a function of stimulus frequency and level. Symbols
represent the different stimulus frequencies and the error bars are61 stan-
dard deviation.

TABLE I. Number of reliable responses~%! obtained for each parameter
and signal frequency.

Coefficient

Frequency~Hz!

16 000a 8000b 4000 2000 1000

b 63.70 85.31 100.00 100.00 94.41
A 65.93 86.71 100.00 100.00 94.41
a 86.67 97.20 100.00 100.00 99.30
f 86.67 97.20 100.00 100.00 99.30
K 86.67 97.20 100.00 100.00 99.30

aTotal number of possible responses5135 because some animals did not
receive the 100 or 90 dBSPL stimulus conditions at 16 kHz.

bTotal number of possible responses5n3 l where n511 subjects,l 513
signal levels for a total of 143.
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C. U„t … parameters

The frequency coefficient forU(t) varied as a function
of stimulus frequency@Fig. 4, panel~A!#. The frequency of
U(t) did not differ between 2 kHz and 4 kHz but both were
significantly smaller than 8 and 16 kHz. TheU(t) frequency
for 8 kHz did not differ from that of 16 kHz. The frequency
for the 1 kHz stimulus was smaller than any other frequency
and it varied with signal level@panel ~B!#. Frequency in-
creased from;500 Hz at 40 dB SPL to;900 Hz at 60 dB
SPL where it saturated at a value similar to that of the 2 and
4 kHz stimuli.

The influence of signal frequency on the decay constant,
k, of the unit wave form is illustrated in Fig. 5@panel~A!#.
At 8 kHz, k was significantly larger than any other frequency
whereask for 1 kHz was the smallest. There was no signifi-
cant difference between 2, 4, and 16 kHz. Panel~B! illus-
trates thatk varied significantly as a function of signal level
for two frequencies. At 8 kHz,k increased with an increase
in signal level until 100 dB SPL where it declined. In con-
trast, k decreased in increasing signal level for the 4 kHz
stimulus.

IV. DISCUSSION

A. Model fit

The research in this paper is an initial step for develop-
ing a method using the CAP and its underlying components
to estimate neuronal survival in hearing impaired individu-
als. The convolution of a functional representation of a
summed post-stimulus time histogram from auditory nerve
fibers with a functional representation of a unit response pro-
vided an analytic expression for the CAP@Eq. ~7!#. The ex-
pression fit well to recorded CAP wave forms for signal lev-
els at and above 40 dB SPL. This suggests that the model
first proposed by Goldstein and Kiang~1958! is an accurate
representation of the contribution of single-unit auditory
nerve fibers to the CAP.

A closer observation of Fig. 1 shows that Eq.~7! more
accurately estimates the amplitudes ofN1 andP1 , especially
at the lower signal levels. At high signal levels, the ampli-
tude ofN2 andP2 were usually underestimated. This was a
common observation across many animals and stimulus fre-
quencies. One reason is that the functional representations of

FIG. 3. Influence of signal frequency and level on the parametersb ~left panel!, A ~middle panel!, and a ~right panel! that characterizeP(t). Symbols
represent different stimulus frequencies and error bars are61 standard error of the mean. The filled symbol is to ease the visualization of the influence of
signal level onb at 2 kHz.

FIG. 4. Panel~A! illustrates the aver-
age frequency coefficient ofU(t) for
the different stimulus frequencies.
Panel~B! shows the influence of sig-
nal level on the frequency coefficient
for U(t) in response to the 1 kHz tone
burst. Error bars in both panels are61
standard error of the mean.
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P(t) and/orU(t) @Eqs.~2! and~3!# were too simplistic. For
example, a function with multiple peaks could be a better
approximation ofP(t) ~Versnelet al., 1992a! and its convo-
lution with U(t) would provide the additional amplitude of
N2 andP2 . Another possibility is thatN2 andP2 reflect the
contribution of sources other than from primary auditory
nerve fibers. Although there is general agreement thatN1

comes from the firing of auditory nerve fibers~Dallos, 1973!
the source of the additional peaks is less clear. The cochlear
nucleus has been proposed as the source for the later peaks
~Møller, 2000!, with the anteroventral cochlear nucleus being
the source forP1 ~Sellick et al., 2003!. However, recent
work by McMahonet al. ~2004! suggests that the peaks after
N1 are from a resonance in the auditory nerve fibers due to
the activation kinetics of the voltage-gated sodium channels
and the lack of potassium channels at the peripheral den-
drites. Understanding the source of these latter peaks will be
important for further development of Eq.~7!. Terms may
need to be added to account for contributions from cochlear
nucleus neurons or perhaps modifications ofU(t) may be
necessary to account for the single-unit response.

A reliable estimate of the parameters describingP(t)
and U(t) was very high for stimuli below 16 kHz. At 16
kHz, however,b andA occurred less frequently than at other
frequencies. It is possible that this reflects the fit of Eq.~7! to
the CAP for 16 kHz. Often, the CAPs in response to 16 kHz
started with a positive summating potential that did not oc-
cur, generally, for lower frequency stimuli. This led to
slightly poorer fits of Eq.~7! to the data and may have lead
to a decrease in the accuracy of these coefficients.

B. P„t … parameters

The influence of signal level and frequency on the delay
and width ofP(t) is summarized in Fig. 6. In the top panel,
Eq. ~2! was solved using the meana andb coefficients from
the 8 kHz and the 1 kHz stimuli conditions. The maximum of
the P(t) for each frequency has been normalized to one to
emphasize the change inP(t) delay and width. At 100 dB
SPL, the delay at 8 kHz is slightly longer to that at 1 kHz
whereas at 40 dB SPL, the reverse is true, indicating that the
slope of the delay-level function was less steep for the 8 kHz

(20.0123 ms/dB) than for the 1 kHz (20.0227 ms/dB)
stimulus. These results are similar to Burkardet al. ~1993!
who showed, in gerbil, that the slope of the CAP delay-level
function ranged from20.0117 for 8 kHz to20.0298 ms/dB
for 1 kHz. The variation in the absolute delay and difference
in the delay-level functions for 1 kHz and 8 kHz stimuli
indicates that the populations of auditory nerve fibers con-
tributing to the CAP are level and frequency dependent. At
high signal levels, the population of auditory nerve fibers
producing the CAP come from basal cochlear regions and is
similar for both low and high frequency stimuli. In contrast,
at low signal levels the populations separate and fibers con-
tributing to the CAP come from fibers whose characteristic
frequencies~CFs! are similar to the stimulus frequency.

In addition to the delay ofP(t) varying as a function of
frequency and level, the width ofP(t) varied with frequency
and level. Low frequencies yieldedb values consistently
larger than values obtained with high frequency stimulation
indicating the width ofP(t) was broader for low frequency
stimuli than for high frequency stimuli~Fig. 6!. One expla-
nation may be that small populations of fibers contribute
more than one discharge at different times during the stimu-
lus, thereby broadening the width ofP(t). However, this is
unlikely given that stimulus duration was only 2 ms and the
neurons may be in their refractory state. A more likely ex-
planation for the low and high frequency discrepancy is due
to the response area and latency dispersion of auditory nerve
fibers. At high sound pressures, the response area for single
auditory nerve fibers is broad and a fiber will respond to
frequencies at and below its CF~Roseet al., 1971!. Thus, a
low frequency tone burst presented at high signal levels will
excite many nerve fibers with a wide range of CFs. Assum-
ing that traveling wave delay is;1/CF ~Eggermont, 1976!
then the latency of these fibers will be different, i.e., high CF
fibers and low CF fibers will not discharge at the same time.
Therefore, in theory, summing PST histograms across the
population of these nerve fibers would result in a broadP(t).
In response to a high-level high frequency tone burst, how-
ever, only high frequency nerve fibers are stimulated. The
delays among these fibers are similar and produce a narrow
P(t).

FIG. 5. The average decay constantk
of U(t) as a function of stimulus fre-
quency@panel~A!#. Panel~B! demon-
strates the influence of signal level on
k for the 4 and 8 kHz stimuli. Error
bars in both panels are61 standard
error of the mean.
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For frequencies greater than 1 kHz,b decreased with a
decrease in signal level indicating a decrease in the width of
P(t) ~represented by 8 kHz in Fig. 6!. This result is consis-
tent with the estimated summed PST obtained through de-
convolution by Elberling~1976b, Fig. 3! and the computer
simulations by Bappertet al. ~1980!. Similar to the fre-
quency effect, a narrowing ofP(t) reflects a change in the
response area of auditory nerve fibers and the synchrony of
discharge among fibers. At a low signal level the response
area of a single auditory nerve fiber is limited to frequencies
similar to the fiber’s CF, or, in terms of a population of
fibers, only a small group of fibers will respond to the stimu-
lus. Given that these fibers will be from similar regions of
the cochlear partition, their response delays will be similar.
Similar delays among the nerve fibers will allow for synchro-
nous discharges and result in a narrowP(t).

Assuming that the size ofU(t) did not change with
signal level, thenA can be interpreted as an index of the
number of single units contributing toP(t). Therefore the
decrease inA with signal level indicates fewer auditory

nerve fibers are contributing toP(t), thereby reducing the
amplitude of the CAP. Interestingly, the results showed that
A was biggest for the 8 kHz stimulus. This may reflect a
variation in the distribution of densities of auditory nerve
fibers as a function of CF. LargerA values for the 8 kHz
stimulus could indicate a larger density of auditory nerve
fibers at the 8 kHz CF region than other frequencies. Spoend-
lin ~1972! showed that the density of auditory nerve fibers
measured in the osseous spiral lamina varied along the length
of the cochlea and was greatest in the upper basal turn in cat.
A greater density of nerve fibers with synchronous dis-
charges would lead to a larger amplitude of the CAP com-
pared to the CAP obtained from fewer fibers.

C. U„t … parameters

The parameters of the unit wave form,U(t), derived
from fitting Eq. ~7! to CAP data revealed a damped sinu-
soidal wave form with a frequency of approximately 1 kHz
~Fig. 6, bottom panel!. Other techniques such as spike-
triggered averaging~Kiang et al., 1976; Wang, 1979; Versnel
et al., 1992a; Prijs, 1986!, or masking procedures~Elberling,
1976a! have yielded similar results.

A more detailed comparison ofU(t) obtained in this
study with U(t) obtained from other methods can be made
by comparing the amplitude and width of theU(t) peaks
among studies. In this study, the location of the positive and
negative peaks ofU(t) occur at t1nT and t1(2n
11) (T/2) respectively, wheret is defined at the time where
d(U(t))/dt50, T is the period of oscillation andn>0 (n
50 for the first positive and negative peak!. Because the
U(t) in our study was dimensionless, comparison to peak
amplitudes of other studies could be made by examining a
peak amplitude ratio. Substituting the time for the first posi-
tive peak and first negative peak into Eq.~3! and taking the
absolute value of the ratio of the solutions gives the relative
amplitude of the two peaks. Using mean values fork and for
f with high ~8 kHz!, middle ~2 kHz!, and low ~1 kHz! fre-
quencies used to plotU(t) in Fig. 6, yields 2.06, 1.78, and
1.78 respectively. These results are comparable to those ob-
tained by Versnelet al. ~1992a! in guinea pig. From their
tables 1 and 2, the mean amplitude of the first peak ofU(t)
was 0.13mV and the second peak was 0.07mV, resulting in
a ratio of 1.86.

A similar comparison can be made between the widths
of the peaks of theU(t) from Versnelet al. ~1992a! and from
the widths of the peaks of theU(t) obtained in the present
study. Versnel and colleagues proposed thatU(t) could be fit
by U(t)5c(t2t0)•e@2(t2t0)2/2s2# whose parameters differ
for both the negative and the positive phase ofU(t). Substi-
tuting mean values from their control animals~their tables 1
and 2!, and solving this equation~Maple, 7.0! for t at 50% of
the peak amplitude, yields the bandwidth of a peak. Simi-
larly, the 50% bandwidth for the first two peaks ofU(t) from
the present study can be obtained by solving fort in Eq. ~3!
using the parameters in Fig. 6. The width of the first peak of
Versnel et al. ~1992a! was 0.24 ms whereas in the present
study the width of the first peak was larger, 0.33 ms. The
second peak in both studies was similar being 0.30 and 0.33

FIG. 6. The top panel summarizes the influence of signal frequency and
level onP(t). Mean values forb anda at 8 kHz~gray! and at 1 kHz~white!
were computed across all animals for each of the signal levels illustrated.
The amplitude was normalized to 1. The bottom panel illustrates the change
in U(t) for low ~1 kHz!, middle ~2 kHz!, and high~8 kHz! frequency tone
bursts presented at 100 dB SPL. The decay constantk (ms21) was 0.86,
1.06, and 1.44, and the frequency of oscillation was 0.748, 0.914, and 0.994
kHz for 1, 2, and 8 kHz, respectively.
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ms for each study, respectively. The narrower width of the
first peak relative to the second peak is also consistent with
the visual observation ofU(t) from Wang~1979!.

Overall, theU(t) found in the present study is similar to
investigations using spike-triggered averaging. The consis-
tent difference is the width of the first peak. This reflects a
limitation of the function used to describe the unit wave form
@Eq. ~3!#. Equation~3! oscillates at one frequency and per-
haps by choosing a different function may allow for variation
in peak widths. Presently, however, the simplicity of Eq.~3!
for computation and interpretation, and the high correlation
coefficients of the model to physiologic data may warrant its
continued use.

The physiologic significance ofU(t) lies in its relation
to a single-unit action potential. Recorded from the round
window, U(t) is a description of the extracellular potential
generated from a single auditory nerve fiber. The extracelluar
potential is the second derivative of an intracellular recorded
action potential~Clark and Plosney, 1968!. As such, the
peaks ofU(t) represent the physiology underlying the gen-
eration of an action potential. Therefore, the first positive
peak ofU(t) reflects sodium entry into the nerve fiber due to
an increase in sodium conductance~Hodgkin and Huxley,
1952!. Then the potassium conductance increases allowing
potassium to leave the nerve fiber, and creates the first nega-
tive peak ofU(t). Finally, the second positiveU(t) peak
reflects the repolarization of the fiber. It is interesting to note
that the frequency of oscillation ofU(t) varied as a function
of stimulus frequency. High frequency stimuli had higher
frequency oscillations ofU(t) than low frequency stimuli. If
U(t) reflects ion channel properties inherent in the action
potential, this suggests that these properties may vary along
the cochlear partition. It is also possible, however, that the
frequency effect reflects properties of the extracellular me-
dium. Capacitance of the extracellular fluid and/or associated
tissue could produce a frequency dependent alteration in
U(t).

V. CONCLUSIONS

The analytic function of the CAP developed by the con-
volution of a functional form of a summed post-stimulus
time histogram@P(t)# with a function representing a unit
response@U(t)# fit well to physiologic recordings of the
CAP. The parameters that describeP(t) andU(t) changed as
a function of signal level and frequency. The change in the
P(t) parameters indicate a variation in the number and loca-
tion of auditory nerve fibers that contribute to the CAP. Al-
terations inU(t) may reflect underlying changes in the ion
channel properties associated with eighth nerve fibers or hair
cells along the length of the cochlear partition. Overall, the
high correlations between Eq.~7! and the recorded CAPs,
and the physiologic interpretation of the CAP components
are encouraging for future research examining the CAP as an
index of neuronal integrity in hearing impaired individuals.
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These experiments were designed to test the idea that nonlinearities in the auditory system can
introduce a distortion component into the internal representation of the envelope of a sound, and to
estimate the phase of the hypothetical distortion component. In experiment 1, a two-alternative
forced-choice~2AFC! task with feedback was used to measure psychometric functions for detecting
5-Hz probe modulation of a 4-kHz sinusoidal carrier in the presence of a masker modulator with
components at 50 and 55 Hz (m50.3 for each component!. Performance was measured as a
function of the relative phase,Dw, of the probe relative to the ‘‘venelope’’~envelope of the
envelope! of the masker. Performance was poorest forDw5135°. In experiment 2,Dw was fixed at
135°,m was set to 0.48 for each masker component, and psychometric functions for detecting probe
modulation were measured using a 2AFC task without feedback. For small probe modulation depths
(m'0.03), the detectability index,d8, was consistently negative, consistent with the existence of
a weak distortion product which can ‘‘cancel’’ the probe modulation. The distortion component for
the conditions of the experiment was estimated to have a phase of about225° relative to the
venelope. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1795331#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Nm, 43.66.Ba@NFV# Pages: 3031–3037

I. INTRODUCTION

Several recent models for the perception of amplitude
modulation~AM ! in sounds are based on the idea that the
envelopes of the outputs of the~peripheral! auditory filters
are fed to a second array of overlapping bandpass filters
tuned to different envelope modulation rates~Kay, 1982;
Dauet al., 1997a; 1997b; Ewert and Dau, 2000; Ewertet al.,
2002; Verheyet al., 2003!. This set of filters is usually called
a ‘‘modulation filter bank’’ ~MFB!. Psychoacoustical evi-
dence consistent with the concept of an MFB has come from
experiments involving detection of ‘‘probe’’ modulation in
the presence of masker modulation; these experiments ap-
pear to show frequency selectivity in the modulation domain
~Bacon and Grantham, 1989; Houtgast, 1989!.

Dau et al. ~1997a! conducted an experiment to assess
whether modulation masking could be explained in terms of
the temporal similarity of the envelopes of the signal and
masker, rather than in terms of the MFB. They amplitude
modulated a 5-kHz sinusoidal carrier with a masker that con-
sisted of the third to seventh harmonics of a 30-Hz funda-
mental frequency; the phases of the components were ran-
dom. The task was to detect sinusoidal probe modulation in
the range 20 to 120 Hz. The amount of modulation masking
increased progressively as the probe frequency was increased
from 20 to about 100 Hz. There was no maximum in the
masking function at 30 Hz, even though the temporal enve-
lope pattern of the masker and signal was similar at this
frequency. The results were consistent with the idea that the

auditory system performs a spectral analysis of the envelope.
However, Verheyet al. ~2003! later suggested that the failure
of Dauet al. ~1997a! to find a peak in the modulation mask-
ing pattern at the frequency corresponding to the ‘‘missing
fundamental’’ resulted from the modulation masker impair-
ing detection of the signal modulation on some trials and
enhancing it on others, depending on the specific choice of
~random! masker component phases.

Moore et al. ~1999! examined modulation masking for
cases where the probe modulation was at a frequency remote
from any spectral frequency in the masker modulation, but
there was nevertheless a similarity between the temporal pat-
tern of the masker modulation and the probe modulation.
This was achieved by using a two-component modulator.
The ‘‘beats’’ between these two components had a rate that
was equal to or close to the probe frequency. A similar
method had been used earlier by Sheft and Yost~1997! to
examine modulation detection interference~MDI !. Moore
et al. found that the threshold for detecting 5-Hz probe
modulation was affected by the presence of a pair of masker
modulators beating at a 5-Hz rate~40 and 45 Hz, 50 and 55
Hz, or 60 and 65 Hz!. The threshold was dependent on the
phase of the probe modulation relative to the beat cycle of
the masker modulators; the threshold elevation was greatest
when the peak amplitude of the probe modulation coincided
with a peak in the beat cycle. The maximum threshold eleva-
tion of the 5-Hz probe produced by the beating masker
modulators was 7–12 dB greater than that produced by the
individual components of the masker modulators. These re-
sults cannot be explained in terms of the spectra of the en-
velopes of the stimuli, as the beating masker modulators dida!Electronic mail: bcjm@cam.ac.uk
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not produce a 5-Hz component in the spectra of the enve-
lopes. Mooreet al. ~1999! proposed an explanation for their
results based on the idea that nonlinearities within the audi-
tory system, such as basilar-membrane compression, intro-
duce distortion in the internal representation of the envelopes
of the stimuli. This notion was initially suggested by Shofner
et al. ~1996! on the basis of an electrophysiological study
using two-component modulators. In the case of two-
component beating modulators, a weak component, corre-
sponding to the simple difference component, would be in-
troduced at the beat rate.

Verhey et al. ~2003! conducted experiments similar to
those of Mooreet al. ~1999!, but included conditions using
both two-component and three-component masker modula-
tors. Following Ewertet al. ~2002!, they used the term
‘‘venelope’’ to refer to the~ac-coupled! envelope of the en-
velope. Like Mooreet al., Verhey et al. found that, for a
probe modulation frequency equal to the masker venelope
periodicity, the probe modulation depth at threshold varied
with the phase of the probe relative to the venelope. How-
ever, unlike Mooreet al., Verheyet al. found that thresholds
were lower for the in-phase condition, where maxima in the
probe coincided with maxima in the venelope, than for the
antiphase condition. In comparable experiments, described
later, Füllgrabe et al. ~2004! found large individual differ-
ences in the relative probe phase leading to the poorest de-
tectability of the probe modulation.

Verheyet al. argued that basilar-membrane compression
could not explain their results, as it leads to the prediction of
a phase effect opposite to that found by them. They proposed
that the auditory system extracts the venelope prior to the
MFB, and in a separate pathway, as suggested earlier by
Ewertet al. ~2002!. The concept of venelope extraction may
be regarded as a functional way of creating an internal rep-
resentation that contains both the envelope and the venelope.
Several researchers have also noted that venelope or ‘‘beat’’
cues may be present at the outputs of modulation filters
tuned to the first-order or ‘‘carrier’’ rates~Ewertet al., 2002;
Fullgrabe and Lorenzi, 2003; Millmanet al., 2003; Verhey
et al., 2003!; such cues might be used for the detection of the
envelope beats~Millman et al., 2003!.

The present paper is particularly concerned with two
issues. First, we wished to establish more clearly how the
detectability of probe modulation depends on the relative
phase of the probe and the venelope of a two-component
masker modulator beating at the same rate as the probe. Sec-
ond, we wished to establish whether the effect produced by
the two-component masker modulator could be explained in
terms of the introduction by the auditory system of a distor-
tion component at the venelope rate. In experiment 1 we
measured psychometric functions for the detection of probe
modulation for eight different relative phases of the probe
and venelope. We measured psychometric functions rather
than estimating thresholds using an adaptive procedure, since
it was not obvious that the psychometric functions would
always be monotonic~or thatd8 would always be positive!,
as explained below. Also, we wished to assess whether the
form of the psychometric functions could be explained using
the assumption of a distortion component. In experiment 2

we measured psychometric functions for the detection of
probe modulation in the presence of a two-component
masker modulator using the relative phase that had been
found in experiment 1 to lead to the poorest performance. A
two-alternative forced-choice task without feedback was
used. We anticipated that if a distortion component at the
venelope rate was present, and was out of phase with the
probe modulation, it might lead to negatived8 values for
some probe modulation depths, i.e., the probe would be con-
sistently identified in the wrong interval. The results showed
that this was indeed the case.

II. EXPERIMENT 1: PSYCHOMETRIC FUNCTIONS FOR
DIFFERENT PROBE AND VENELOPE PHASES

A. Stimuli

The carrier was a 4-kHz sinusoid with a level of 70 dB
SPL. This relatively high carrier frequency was chosen so
that the spectral sidebands produced by the modulation
would not be resolved. The probe modulation frequency was
5 Hz. The masker modulator was composed of two sinusoids
with frequencies of 50 and 55 Hz. The modulation index,m,
for each masker modulator component was 0.3. Each modu-
lator started in sine phase. The equation describing the
maskerenvelope, E(t), is

E~ t !5110.3 sin~2p55t !10.3 sin~2p50t !, ~1!

where t is time. Although the individual modulator compo-
nents had zero amplitude at time zero, the venelope had its
maximum value~0.6! at time zero. The venelope of the
masker modulator repeated at a 5-Hz rate, but there was no
5-Hz component in the modulation spectrum of the masker.
The phase of the probe modulation relative to the venelope is
defined in terms ofDw, whereDw is zero when the peak in
the amplitude of the probe modulation coincides with the
peak in the venelope. This meant that, forDw50, the signal
starting phase was advanced by 90°~p/2 radians! relative to
sine phase. Values ofDw were 0, 45, 90, 135, 180, 225, 270,
and 315°.

On each trial, the carrier was presented in two bursts
separated by a silent interval of 300 ms. Each burst had
20-ms raised-cosine rise and fall ramps, and an overall dura-
tion ~including rise/fall times! of 1000 ms. The modulation
was applied during the whole of the carrier, and the starting
phase of the modulation is defined relative to the start of the
carrier.

Stimuli were generated using a Tucker-Davis Technolo-
gies array processor~TDT-AP2! in a host PC, and a 16-bit
digital to analog converter~TDT-DD1! operating at a 50-kHz
sampling rate. The stimuli were attenuated~TDT-PA4! and
sent through an output amplifier~TDT-HB6! to a Sennheiser
HD580 earphone. Only one ear was tested for each subject.
Subjects were seated in a double-walled sound-attenuating
chamber.

B. Procedure

Psychometric functions were measured using a two-
interval forced-choice procedure. The masker modulation
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was present in both intervals of a trial, and the probe modu-
lation was presented in either the first or the second interval,
selected at random. The task of the subject was to indicate,
by pressing one of two buttons, the interval containing the
probe modulation. Feedback was provided by lights follow-
ing each response. For each subject and each value ofDw,
five different values were used for the modulation depth of
the probe,mp . The values were chosen individually for each
subject and each value ofDw on the basis of pilot trials, so as
to give values for the detectability index,d8, ranging from
just above zero to about 2–3. A run started with five trials
using the largest value ofmp . Then, in successive trials,
stimuli with each value ofmp were presented once, in de-
scending order. This sequence was repeated ten times to give
a total of 55 trials per run. With this procedure, subjects
receive an easily detected stimulus once every five trials,
which helps them to ‘‘remember’’ what aspect of the stimu-
lus they should be listening to. Without such a reminder,
subjects may ‘‘lose’’ the most effective detection cue, leading
to unduly poor performance for low probe modulation depths
~Taylor et al., 1983; Moore and Sek, 1992!. Results from the
first five trials of each run were discarded. Each run was
repeated at least 20 times, so that at least 200 judgments
were obtained for each value ofmp .

C. Subjects

Three subjects were tested. One was author AS. The
other two subjects were paid for their services. All subjects
had absolute thresholds less than 20 dB HL at all audiometric
frequencies and had no history of hearing disorders. All had
previous experience in psychoacoustic tasks, including tasks
similar to the one used here. They received extensive prac-
tice during the pilot trials used to determine appropriate val-
ues ofmp to be used in the main experiment.

D. Results

The percent-correct scores were converted tod8 values
using standard tables~Hacker and Ratcliff, 1979!. The pat-
tern of results was similar across subjects. Psychometric
functions for a representative subject~AW! are shown by the
open squares in Fig. 1;d8 is plotted as a function of
20 log(mp) ~the solid squares connected by dashed lines show
predictions which are explained later!. Performance varied
markedly withDw. Poorest performance was found forDw
5135° and 180°. Best performance was found forDw50°
and 315°. This pattern of results was found for all three
subjects and is similar to that found by Verheyet al. ~2003!,
but differs from that found by Mooreet al. ~1999!. There
were some cases of negatived8 values in the results. How-
ever, none of thed8 values was significantly below 0, based
on confidence intervals ford8 calculated as described by
Miller ~1996!.

To estimate threshold values ofmp giving a d8 value of
1, the data were fitted with functions of the form

log10~d8!5a1b log10~mp!, ~2!

wherea andb are fitting constants. Since thed8 values were
sometimes negative for the two smallest values ofmp , the

fitting was done using only the data for the three largest
values ofmp . The resulting threshold estimates are shown in
Table I. The pattern of results is similar across subjects, all
three showing the highest thresholds forDw5135°. A within-
subjects analysis of variance on the threshold values with
factor phase showed a highly significant effect of phase:
F(7,14)515.598,p,0.001. The threshold values are some-
what lower than those estimated by Verheyet al. ~2003! in
their most similar condition~5-kHz carrier, masker modula-

FIG. 1. Open squares show results of experiment 1 for subject AW. The
detectability index,d8, for detecting 5-Hz probe modulation is plotted as a
function of 20 log(mp), wheremp is the modulation depth of the probe. Each
panel shows results for one relative phase of the probe modulation relative
to the beat cycle~the venelope! of the masker modulator; the relative phase
is denotedDw. Filled squares connected by dashed lines show predictions
derived as described in the text.

TABLE I. Thresholds (d851) estimated from the functions relating log(d8)
to log(mp).

Phase, degrees JL AW AS Mean

0 228.4 226.8 226.0 227.1
45 226.6 226.6 223.0 225.4
90 223.7 222.1 219.5 221.8
135 218.3 218.6 218.4 218.4
180 219.0 219.2 221.6 219.9
225 220.6 222.4 222.4 221.8
270 224.1 226.1 226.5 225.6
315 226.4 229.0 227.3 227.6
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tors at 40 and 45 Hz!, perhaps because the signal duration
used here was longer~1000 ms versus 600 ms!.

Two methods were used to estimate the value ofDw
giving poorest performance. Both methods are based on the
assumption that the function relating the threshold to the
value ofDw is symmetrical about the value ofDw giving the
highest threshold. In the first method, the mean thresholds
were fitted with a function of the following form:

slope5max2A~Dw2woffset!
2, ~3!

where max is the maximum value of the function,A is a
constant, andwoffset is the value ofDw at the maximum of the
function. The best-fitting value ofwoffset was 155°. In the
second method, the data were fitted with a single cycle of a
sine function, where the amplitude, the dc-offset, and the
phase were free parameters. The best-fitting function had a
maximum forDw5155°. The two methods are consistent in
indicating that the poorest performance was obtained forDw
5155°.

The results are consistent with the idea that a nonlinear-
ity in the auditory system introduced a weak distortion com-
ponent into the internal representation of the envelope with a
phase of225° relative to the venelope. We denote the effec-
tive modulation depth of the hypothetical distortion compo-
nent bymd . The pattern of results can be understood in the
following way. The probe modulation was probably detected
as a change in the depth of 5-Hz modulation; for comparable
effects of phase using noise carriers, see Bacon and
Grantham~1989! and Strickland and Viemeister~1996!. Re-
gardless of the value ofDw, subjects had to distinguish the
5-Hz modulation of depthmd in the nonsignal interval from
the 5-Hz modulation in the signal interval resulting from the
vector sum of the distortion component and the probe modu-
lation, which is denotedmsum. For some values ofDw ~135°
and 180°!, the distortion component and probe modulation
tend to cancel, leading to a small value ofmsum and to poor
performance. For other values ofDw ~0° and 315°!, the dis-
tortion component and probe modulation are almost in phase,
leading to a large value ofmsum and to good performance.
However, the value ofd8 should be monotonically related to
msum2md ~the difference in modulation depth in the two
intervals!, and the relationship should be the same for all
values ofDw.

To test this prediction, for each subject a starting value
was assumed formd . Assuming that the distortion compo-
nent had a phase relative to the venelope of225°, the value
of msumwas calculated for each value ofmp . The correlation
of the d8 values with the values ofmsum2md was then de-
termined, and the value ofmd was systematically varied to
determine the value giving the highest correlation. The re-
sulting values ofmd , expressed as 20 log(md), were229.1,
228.3, and230.2 for JL, AW, and AS, respectively, and the
corresponding correlations were 0.97, 0.97, and 0.94. These
values for 20 log(md) suggest that the effective magnitude of
the hypothetical distortion component is very low, corre-
sponding to a barely detectable amount of modulation for a
sinusoidal carrier~Zwicker, 1952; Sek and Moore, 1994;
Dauet al., 1997a; Kohlrauschet al., 2000; Moore and Glas-
berg, 2001!. Increasing the assumed value ofmd by, for ex-

ample, 6 dB resulted in substantial decreases in the correla-
tion of the d8 values with the values ofmsum2md .
Averaging across subjects, the correlation decreased from
0.96 to 0.75. Decreasing the assumed value ofmd by 6 dB
resulted in somewhat smaller decreases in the correlation, to
a mean value of 0.91. Thus, the magnitude of the distortion
component is unlikely to be much bigger than estimated
above, but it could be somewhat smaller.

Figure 2 shows scatter plots of the values ofd8 against
the values ofmsum2md . It is clear that the data for the
different values ofDw all lie along the same function for
each subject and thatd8 is almost linearly related tomsum

2md . The scatter plots in Fig. 2 were fitted with linear
regression lines, which are shown in the figure, and these
lines were used to generate predicted values ofd8 for each
value ofDw andmp . The predictions for AW are shown as
filled squares and dashed lines in Fig. 1. There is no evidence

FIG. 2. Scatter plots of the values ofd8 against the values ofmsum2md ~see
the text!, denoted here ‘‘difference in effective modulation depth.’’ Each
panel shows results for one subject. Each symbol shows results for one
value ofDw, as indicated in the key. Linear regression lines are also shown.
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for any systematic discrepancy between the predicted and
obtained values. This was also true for the results of the other
subjects.

In summary, the results are consistent with the idea that
the masking of the 5-Hz probe modulation by the two-
component masker modulator was caused by a low-level
5-Hz distortion component in the internal representation of
the masker envelope. This distortion component appears to
have a phase of about225° relative to the venelope of the
masker.

III. EXPERIMENT 2: PSYCHOMETRIC FUNCTIONS
DETERMINED WITHOUT FEEDBACK USING
VERY LOW PROBE MODULATION DEPTHS

A. Rationale

In experiment 2, we sought further evidence for the hy-
pothetical envelope distortion product.

The experiment was similar to experiment 1, but was
modified in the following ways.

~1! Only a single value ofDw was used, namely 135°. This
was the value that led to the poorest performance in ex-
periment 1. For this value ofDw, the envelope distortion
product should have been almost opposite in phase to the
probe modulation.

~2! No feedback was given. This meant that subjects could
not use the feedback to modify their strategy, and made
it more likely that they would always pick the interval in
which the modulation depth sounded greater.

~3! The modulation depth of the two-component masker
modulator was increased. The value ofm for each com-
ponent of the masker was set to 0.48. This was done
since it seemed likely that the magnitude of the hypo-
thetical distortion product would increase with increas-
ing modulation depth of the masker~Moore and Sek,
2000; Sek and Moore, 2003!. One possible problem here
is that the phase of the hypothetical distortion product
might change with the modulation depth of the masker.
Thus, the value ofDw of 135° might not be optimal for
producing cancellation of the probe modulation. The
maximum amplitude of the masker modulator, given that
the two modulator components started in sine phase, was
0.9573. To avoid overmodulation, the modulation depth
of the probe was not allowed to exceed 0.0447. Given
that Dw was 135°, the maximum amplitude of the
masker and probe modulators combined was 0.9839.

~4! The probe modulation depths were chosen to be small,
so that they were likely to be comparable with the modu-
lation depth of the hypothetical distortion product, as
estimated in experiment 1. This was done to increase the
likelihood of finding cancellation effects.

~5! Several closely spaced values ofmp were used, to avoid
the possibility of missing the range of values ofmp over
which d8 was negative.

B. Method

The subjects were the same as for experiment 1. The
stimuli and method were also almost the same as for experi-
ment 1, except that no feedback was provided. Two sets of
runs were conducted, covering different ranges of the probe
modulation depth,mp . In one set, the values were 0.005,
0.007, 0.01, 0.014, and 0.02. In a second set, the values were
0.02, 0.028, 0.035, 0.04, and 0.045. Each run was repeated at
least 40 times, so that at least 400 judgments were obtained
for each value ofmp .

C. Results

The results for each subject are shown in Fig. 3. The
results for the two sets of values ofmp used in experiment 2
are shown by squares and circles. The triangles show results
from experiment 1 forDw5135°; note, however, that the
masker modulation depth was greater in experiment 2 than in
experiment 1. The results for small values ofmp show that
there is a range over whichd8 is consistently negative. The
minimum value ofd8 occurs for 20 log(mp)'230, although
the value varies across subjects from234 to 227. At the
minimum, the value ofd8 is about20.43. Confidence inter-
vals for d8 were calculated as described by Miller~1996!.
For 400 forced-choice trials and ford8'0.4, the 95%-
confidence interval is about60.2. Thus,d8 values in the
vicinity of the minimum differ significantly from zero (p
,0.05).

The results support the idea that the auditory system
generates a weak envelope distortion component at the vene-
lope rate~5 Hz!. When the probe modulation depth is com-
parable to the effective modulation depth of the distortion
component, and whenDw5135°, the probe and distortion
component modulation nearly cancel, leading subjects to se-
lect the ‘‘wrong’’ interval as containing the probe modula-
tion. It seems reasonable to assume that the probe and dis-
tortion component are nearly equal in effective modulation

FIG. 3. The squares and circles show
results of experiment 2, in which no
feedback was given and each compo-
nent of the masker had a modulation
depth of 0.48. The triangles reproduce
results from experiment 1 in which
feedback was given and each compo-
nent of the masker had a modulation
depth of 0.3. The value ofDw was
fixed at 135°. Each panel shows re-
sults for one subject.
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depth whend8 is at its most negative value. As noted above,
the minimum value ofd8 occurred for 20 log(mp)'230.
Thus, the results suggest that the distortion component in the
internal representation of the envelope has a magnitude ap-
proximately equal to that produced by an input modulation
depth of 0.032.

The estimated values ofmd for individual subjects are
similar to those estimated from the data of experiment 1, and
are in the same rank order; the value is highest for AW and
lowest for AS. It is curious that the estimated values were not
higher for experiment 2 than for experiment 1, as the masker
modulation depth was greater in experiment 2. Possibly, the
relative phase of the distortion component varies with the
masker modulation depth, and the value ofDw chosen for
experiment 2 was not optimal for producing cancellation of
the distortion component and probe modulation.

The effective level of the distortion component esti-
mated from experiments 1 and 2 is comparable to that esti-
mated by Mooreet al. ~1999!. For a two-component modu-
lator with m50.3 for each component, the distortion product
was estimated to have an effective modulation index of 0.027
(20 logm5233.7). In their model, Ewertet al. ~2002! and
Verheyet al. ~2003! assumed that the effective magnitude of
the venelope component was scaled by a factor of 0.3 rela-
tive to the envelope. For example, for a two-component
modulator withm50.3 for each component, the venelope
amplitude fluctuates between 0 and 0.6, so the scaled vene-
lope would have a peak-to-valley ratio of 0.2. Due to the fact
that the two-component modulator does not produce a sinu-
soidal venelope, the venelope component at the difference
frequency would have a value ofm of about 0.076
(20 logm5222.4). This is somewhat larger than estimated
from experiments 1 and 2. The difference across studies may
simply reflect individual differences.

IV. DISCUSSION

There are various ways in which nonlinearities in the
auditory system might introduce a distortion component at
the venelope rate into the internal representation of the en-
velope. Basilar-membrane compression is probably not in-
volved, since that nonlinearity would introduce a distortion
component that was 180° out of phase with the venelope. In
any case, the detection of AM of a sinusoidal carrier prob-
ably depends strongly on the use of information from the
high-frequency side of the excitation pattern evoked by the
carrier ~Zwicker, 1956; Moore and Sek, 1994; Kohlrausch
et al., 2000!. This part of the excitation pattern appears to be
processed almost linearly on the basilar membrane, at least
for medium to high frequencies~Rhode and Robles, 1974;
Sellick et al., 1982!, so a distortion component at the vene-
lope rate would not be introduced. Basilar-membrane nonlin-
earity might play a greater role if subjects were forced to
attend to the outputs of auditory filters tuned close to the
carrier frequency~which is not the case for most previous
studies, or the current one!.

In experiments similar to the present ones, Fu¨llgrabe
et al. ~2004! measured the detectability of 5-Hz probe modu-
lation of a 5-kHz carrier in the presence of a ‘‘second-order’’
modulator~Lorenziet al., 2001a; 2001b!, as a function of the

relative phase,Dw, between the probe modulation and the
venelope of the second-order modulation. They included
conditions with a notched noise centered at 5 kHz, which
was intended to restrict off-frequency listening. In the ab-
sence of the notched noise, the value ofDw leading to poor-
est detectability of 5-Hz second-order modulation varied
with the first-order modulation rate, suggesting that at least
one component of the nonlinearity that generates the enve-
lope distortion product is time varying; an instantaneous
nonlinearity would lead to an envelope distortion component
with a relative phase that was independent of the first-order
rate. In the presence of the notched noise, the value ofDw
giving poorest detectability hardly varied with first-order
modulation rate, but it did vary across subjects, from about
45° to 135°. These results suggest that more than one mecha-
nism may contribute to the nonlinearity.

Possible nonlinearities contributing to distortion in the
internal representation of the envelope occur in peripheral
transduction processes~Yates, 1990!, and peripheral adapta-
tion effects~Smith, 1977!. The model of Dau and co-workers
~Dau et al., 1997a; 1997b! incorporates ‘‘adaptation loops’’
to simulate adaptation processes, which introduce strong
nonlinearity, but only for very low modulation rates~below
about 2 Hz!. Verheyet al. ~2003! considered several models
for generating a distortion component at the venelope rate.
These included a ‘‘threshold’’ model, which effectively pro-
duced half-wave rectification of the ac-coupled envelope,
and a model in which the venelope was explicitly extracted.
They concluded that the venelope model gave the best fit to
their data. However, for this model, the best performance is
predicted to occur whenDw is exactlyequal to 0° and the
worst performance is predicted whenDw is exactly180°. In
our experiment 1, performance was poorest forDw5135 and
180°, and the form of the data suggested a threshold maxi-
mum centered at about 155°. In the study of Fu¨llgrabeet al.
~2004!, described above, the value ofDw leading to poorest
performance was often below 180° when no notched noise
was used, and was consistently below 180° when a notched-
noise was used. Thus, it seems clear that the envelope dis-
tortion component is not always exactly in phase with the
venelope, and that the distortion component phase may vary
from one subject to another. This casts some doubt upon the
idea that the envelope distortion component results from ex-
plicit extraction of the venelope at some stage in the auditory
system.

V. CONCLUSIONS

The following conclusions can be drawn from this study.

~1! Experiment 1 showed that, in the presence of a pair of
masker modulators beating at a 5-Hz rate~50 and 55
Hz!, the detectability of 5-Hz probe modulation was de-
pendent on the phase of the probe modulation relative to
the beat cycle of the masker modulators. The relative
phase,Dw, is defined as zero when the peak amplitude of
the probe modulation coincides with a peak in the beat
cycle ~the peak in the venelope of the masker!. The best
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performance occurred whenDw was 0° or 315°. The
poorest performance occurred whenDw was 135° or
180°.

~2! The pattern of the results for experiment 1 could be fitted
well based on the assumption that the auditory system
introduced a weak distortion component in the modula-
tion spectrum at a 5-Hz rate. Performance appears to be
based on the difference between the modulation depth of
the distortion component~in the nonsignal interval! and
of the vector sum of the distortion component and the
probe modulation~in the signal interval!. The value of
d8 is linearly related to this difference.

~3! Experiment 2 used a fixed value ofDw of 135°; this was
the value that led to the poorest performance in experi-
ment 1. In contrast to experiment 1, no feedback was
given. The results showed thatd8 values were consis-
tently negative over a range of probe modulation depths,
mp ; in other words, over this range ofmp subjects con-
sistently identified the probe modulation as being in the
wrong interval of the two-alternative forced-choice task.
The value ofmp leading to the most negative value ofd8
was about 0.032@20 log(mp)5230#.

~4! The results are consistent with the idea that nonlineari-
ties within the auditory system can introduce a weak
distortion component in the internal representation of the
envelopes of the stimuli, although a compressive nonlin-
earity does not account for the results. In the case of
two-component beating modulators, a weak component
is introduced at the beat rate. Even for large modulation
depths of the two-component modulator, the effective
modulation depth of the distortion component appears to
be only about 0.03.

~5! For the conditions of our experiment, the envelope dis-
tortion component appears to have a phase between 0°
and 245° relative to the venelope; the best estimate of
the relative phase was225°. However, the relative phase
may vary across conditions~e.g., with the frequencies of
the masker modulator components! and across subjects.
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ments for nonlinear vibration in the cochlea,’’ J. Acoust. Soc. Am.55,
588–596.

Sek, A., and Moore, B. C. J.~1994!. ‘‘The critical modulation frequency and
its relationship to auditory filtering at low frequencies,’’ J. Acoust. Soc.
Am. 95, 2606–2615.

Sek, A., and Moore, B. C. J.~2003!. ‘‘Testing the concept of a modulation
filter bank: The audibility of component modulation and detection of
phase change in three-component modulators,’’ J. Acoust. Soc. Am.113,
2801–2811.

Sellick, P. M., Patuzzi, R., and Johnstone, B. M.~1982!. ‘‘Measurement of
basilar membrane motion in the guinea pig using the Mo¨ssbauer tech-
nique,’’ J. Acoust. Soc. Am.72, 131–141.

Sheft, S., and Yost, W. A.~1997!. ‘‘Modulation detection interference with
two-component masker modulators,’’ J. Acoust. Soc. Am.102, 1106–
1112.

Shofner, S., Sheft, S., and Guzman, S. J.~1996!. ‘‘Responses of ventral
cochlear nucleus units in the chinchilla to amplitude modulation by low-
frequency, two-tone complexes,’’ J. Acoust. Soc. Am.99, 3592–3605.

Smith, R. L.~1977!. ‘‘Short-term adaptation in single auditory-nerve fibers:
Some poststimulatory effects,’’ J. Neurophysiol.49, 1098–1112.

Strickland, E. A., and Viemeister, N. F.~1996!. ‘‘Cues for discrimination of
envelopes,’’ J. Acoust. Soc. Am.99, 3638–3646.

Taylor, M. M., Forbes, S. M., and Creelman, C. D.~1983!. ‘‘PEST reduces
bias in forced-choice psychophysics,’’ J. Acoust. Soc. Am.74, 1367–1374.

Verhey, J. L., Ewert, S., and Dau, T.~2003!. ‘‘Modulation masking produced
by complex tone modulators,’’ J. Acoust. Soc. Am.114, 2135–2146.

Yates, G. K.~1990!. ‘‘Basilar membrane nonlinearity and its influence on
auditory nerve rate-intensity functions,’’ Hear. Res.50, 145–162.

Zwicker, E. ~1952!. ‘‘Die Grenzen der Ho¨rbarkeit der Amplitudenmodula-
tion und der Frequenzmodulation eines Tones~The limits of audibility of
amplitude modulation and frequency modulation of a pure tone!,’’ Acus-
tica 2, 125–133.

Zwicker, E. ~1956!. ‘‘Die elementaren Grundlagen zur Bestimmung der In-
formationskapazita¨t des Geho¨rs ~The foundations for determining the in-
formation capacity of the auditory system!,’’ Acustica 6, 356–381.

3037J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 A. Sek and B. C. J. Moore: Modulation distortion



Sequential F0 comparisons between resolved and unresolved
harmonics: No evidence for translation noise between
two pitch mechanismsa)
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Carlyon and Shackleton@J. Acoust. Soc. Am. 95, 3541–3554 ~1994!# suggested that
fundamental-frequency~F0! discrimination performance between resolved and unresolved
harmonics is limited by an internal ‘‘translation’’ noise between the outputs of two distinct F0
encoding mechanisms, in addition to the encoding noise associated with each mechanism. To test
this hypothesis further, F0 difference limens~DLF0s! were measured in six normal-hearing listeners
using sequentially presented groups of harmonics. The two groups of harmonics presented on each
trial were bandpass filtered into the same or different spectral regions, in such a way that both
groups contained mainly resolved harmonics, both groups contained only unresolved harmonics, or
one group contained mainly resolved and the other only unresolved harmonics. Three spectral
regions~low: 600–1150 Hz, mid: 1400–2500 Hz, or high: 3000–5250 Hz! and two nominal F0s
~100 and 200 Hz! were used. The DLF0s measured in across-region conditions were well accounted
for by a model assuming only two sources of internal noise: the encoding noise estimated on the
basis of the within-region results plus a constant noise associated with F0 comparisons across
different spectral regions, independent of resolvability. No evidence for an across-pitch-mechanism
translation noise was found. A reexamination of previous evidence for the existence of such noise
suggests that the present negative outcome is unlikely to be explained by insufficient measurement
sensitivity or an unusually large across-region comparison noise in the present study. While the
results do not rule out the possibility of two separate pitch mechanisms, they indicate that the F0s
of sequentially presented resolved and unresolved harmonics can be compared internally at no or
negligible extra cost. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1806825#

PACS numbers: 43.66.Hg, 46.66.Fe@NFV# Pages: 3038–3050

I. INTRODUCTION

Harmonic complex tones generally evoke a sensation of
pitch corresponding to their fundamental frequency~F0!.
This sensation, which is elicited even when the F0 compo-
nent itself is absent from the physical spectrum, is generally
referred to as complex pitch, fundamental pitch, residue
pitch, or periodicity pitch. Although the mechanisms mediat-
ing periodicity pitch have been studied experimentally for
over a century, they remain uncertain. One important open
question is whether F0 perception is mediated by a single
mechanism in all circumstances~e.g., Meddis and O’Mard,
1997!, or whether different mechanisms operate, depending
on whether the harmonics are resolved or not in the auditory
periphery ~e.g., Carlyon and Shackleton, 1994!. Resolved
harmonics are thought to be represented individually in the
auditory periphery, and can be individually ‘‘heard out,’’
whereas unresolved harmonics combine within the periphery
to produce complex waveforms with a repetition rate corre-
sponding to the F0.

One of the seemingly strongest arguments in favor of the
‘‘two pitch mechanisms’’ hypothesis was put forward by Car-
lyon and Shackleton~1994!. They showed that performance
in a task where listeners had to compare the F0s of two
harmonic complexes presented simultaneously in different
spectral regions was significantly worse than predicted in
conditions where one group of harmonics was resolved and
the other was unresolved, but not when both groups were
resolved. They argued that this was consistent with the exis-
tence of an extra source of internal noise associated with the
‘‘translation’’ between the outputs of the two F0-encoding
mechanisms, in addition to the encoding noise associated
with each mechanism. Carlyon and Shackleton further noted
that existing implementations of a single, autocorrelation-
based model of F0 encoding did not account for the finding
of better F0 discrimination performance between two re-
solved complexes than between one resolved and one unre-
solved complex irrespective of spectral region~see also Car-
lyon, 1998!.

More recently, Carlyonet al. ~2000! found that thresh-
olds for detecting mistuning between two simultaneous F0-
modulated complexes filtered into different spectral regions
were larger when the two complexes were of a different re-
solvability status than when they were of the same resolv-
ability status~at least for modulation rates below 10 Hz!.
These authors also proposed a model for predicting the

a!Portions of this work were presented at the 145th meeting of the Acoustical
Society of America, Nashville, Tennessee, 28 April–2 May 2003@J.
Acoust. Soc. Am.113, 2225 ~2003!# and at the International Symposium
on Hearing, Dourdan, France, 24–28 August 2003.

b!Electronic mail: cmicheyl@mit.edu
c!Electronic mail: oxenham@mit.edu
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thresholds in simultaneous across-region conditions from
those measured in within-region conditions, but they did not
test specifically for translation noise between the outputs of
two distinct mechanisms for the pitch of resolved and unre-
solved harmonics in that study. Similarly, an earlier study by
Carlyonet al. ~1992! looked at F0 comparisons between si-
multaneous F0-modulated complexes, using both resolved
and unresolved harmonics, but did not test specifically for
translation noise. Thus, the currently available empirical evi-
dence for translation noise remains limited to a single study
~Carlyon and Shackleton, 1994!.

The present study provides a further test of the existence
of translation noise in comparisons between F0 estimates
derived from resolved and unresolved harmonics. Thresholds
for F0 comparisons betweensequentialharmonic complexes
filtered into the same or different spectral regions were mea-
sured in six normal-hearing listeners. The nominal F0s and
spectral regions were chosen in such a way that the stimuli
contained either mostly resolved or only unresolved harmon-
ics. In one set of conditions, the two tones being compared
on each trial were filtered into the same spectral region
~within-region comparisons!. In this situation, the harmonics
of both complexes had the same resolvability status. In an-
other set of conditions, the two complexes were filtered into
different spectral regions~across-region comparisons!. In
this situation, depending on which particular combination of
spectral regions and nominal F0 was used, the harmonics of
the two complexes had either the same or a different resolv-
ability status. By comparing thresholds in these different
conditions, we could estimate the size of the encoding noise,
the ~across-region! comparison noise, and the~across-
mechanism! translation noise, and determine the significance
of their respective influences.

II. METHODS

A. Listeners

Overall, six subjects~one female, five male, ages be-
tween 26 and 46 years! took part in the experiment. All had
pure-tone hearing thresholds not exceeding 20 dB HL at oc-
tave frequencies between 250 and 8000 Hz. All listeners re-
ceived substantial training in F0 discrimination using the
same stimuli and conditions as used in this study. The listen-
ers were initially trained with stimuli filtered into the same
frequency region, so that they could grasp the pitch discrimi-
nation task without being confused by timbre differences.
Following this initial training phase, the listeners were
trained in F0 discrimination with complexes filtered into dif-
ferent spectral regions, until stable thresholds were obtained.
Overall, the listeners had received at least 35 h of training
before data collection began.

B. Stimuli

The stimulus design was inspired by Shackleton and
Carlyon ~1994!. These authors used a combination of three
spectral regions and two F0s in order to tease apart the in-
fluence of resolvability from that of F0 or spectral region
alone. Our selection of spectral regions was based on a con-
vergence of evidence, suggesting that for F0s between about

100 and 200 Hz, harmonics above about the 10th are unre-
solved ~Hoekstra, 1979; Houtsma and Smurzynski, 1990;
Bernstein and Oxenham, 2003!. Accordingly, in the ‘‘unre-
solved’’ conditions of the present study, only harmonics
above the 10th were contained in the passbands of the spec-
tral regions. We tried to improve on Shackleton and Carly-
on’s design by choosing spectral regions whose 3-dB pass-
bands always contained at least three harmonics, yet never
contained the F0 component itself, and had roughly equal
widths on a Cam or ERBN scale~Glasberg and Moore, 1990;
Moore, 2003!. In addition, consecutive spectral regions were
separated by a roughly equal number of Cams.

The stimuli consisted of harmonic complexes filtered
into one of three different spectral regions defined by the
following corner frequencies: 600–1150 Hz~low!, 1400–
2500 Hz~mid!, or 3000–5250 Hz~high!, with spectral slopes
on the two sides of 48 dB/oct. Depending on the condition
being tested, the two complexes presented successively in
each trial were filtered into the same or different spectral
regions. Three conditions involved within-region compari-
sons~low-low, mid-mid, and high-high! and three involved
across-region comparisons~low-mid, low-high, mid-high!.
The nominal F0 of the complexes was either 100 or 200 Hz,
leading to 12 combinations of F0 and spectral region. The
actual F0s of the complexes presented during the experiment
were positioned symmetrically on a logarithmic scale around
a reference frequency, which was randomized across trials
over a 1-semitone~roughly 63%! range around the nominal
F0 ~100 or 200 Hz!. The spectral regions and F0s were cho-
sen such that the passbands would contain~a! resolved har-
monics at both nominal F0s in the low region,~b! only un-
resolved harmonics at both F0s in the high region, and~c!
only unresolved harmonics at the lower F0 but resolved har-
monics at the higher F0 in the mid region; this is summarized
in Table I.

A background noise was used to mask combination
tones. As in Bernstein and Oxenham’s~2003! study, the
background noise was designed to produce roughly equal
pure-tone masked thresholds over a wide frequency range. It
was characterized by a flat spectral envelope below 600 Hz,
and a spectral slope of22 dB/oct above that frequency. The
noise was low-pass filtered at a cutoff of 16 kHz. It started
500 ms before the first interval and ended 500 ms after the
second interval, for a total duration of 2500 ms, including
100-ms raised-cosine ramps. The tones had an overall dura-
tion of 500 ms, including 20-ms raised-cosine ramps. The
spectrum level of the noise in its flat spectral portion~below
600 Hz! was set 30 dB below the level of the individual

TABLE I. Summary of the resolvability conditions produced by combining
one of two different nominal F0s with one of three different spectral regions.
Entries with the letter R indicate conditions involving essentially resolved
harmonics. Entries with the letter U indicate conditions involving only un-
resolved harmonics.

F0
~Hz!

Low
600–1150 Hz

Mid
1400–2500 Hz

High
3000–5250 Hz

100 R U U
200 R R U
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harmonics within the complexes. The harmonics were added
in sine phase and presented at a level of 45 dB SPL per
component in the passband.

C. Procedure

DLF0s were measured using an adaptive two-interval,
two-alternative forced-choice~2I-2AFC! procedure with ei-
ther a two-down, one-up or a three-down, one-up rule, track-
ing the 70.7% and 79.4% correct points, respectively. On
each trial, listeners were presented with two successive com-
plex tones differing in F0 byDF0. Their task was to judge
which of the two intervals contained the complex with the
higher F0. The two observation intervals were marked visu-
ally, and visual feedback was provided after each trial.

At the beginning of a run,DF0 was set to 40%. Depend-
ing on the convergence point used~70.7% or 79.4%!, DF0
was reduced after two or three consecutive correct responses;
in all cases, it was increased following an incorrect response.
The factor of variation ofDF0, which was initially 4, was
reduced to 2 the first time thatDF0 went from decreasing to
increasing, and to& the second time~which corresponded to
the third overall reversal, a reversal being defined as a
change in the direction of variation ofDF0, either from in-

creasing to decreasing, or from decreasing to increasing!.
Thresholds were estimated based on the last 12 reversals at
the last step size, out of a total of 16 reversals in each track
~see below!.

Within each run, two independent tracks were randomly
interleaved, with each track assigning the higher F0 to a
different spectral region. For instance, in the low-mid condi-
tion, one track had the higher F0 assigned to the low region
and the other track had the higher F0 assigned to the mid
region. This allowed us to control for~and calculate! any
response biases, or pitch shifts, due to differences in spectral
region. Response biases could arise if listeners responded on
the basis of spectral region or timbre, rather than periodicity
pitch, thus selecting the observation interval that contained
the complex filtered in the higher region, not that with the
higher F0. Pitch shifts could arise due to a genuine influence
of spectral region on pitch~Walliser, 1969; Ohgushi, 1978;
Moore and Moore, 2003a,b!. Although no such response bi-
ases or pitch shifts could occur in within-region conditions
~as both tracks were identical!, these conditions were run in
the same way for consistency. Based on the differences be-
tween the raw DLF0s measured in each interleaved pair of
tracks, we could estimate the amount of spectral-region bias

FIG. 1. Mean DLF0s in within-region and across-region conditions. The left-hand panels show within-region data; the right-hand panels show across-region
data. The upper panels show averages across all six listeners; the lower panels show averages across listeners 1–3. The different spectral regions used to
produce the different conditions are indicated on the abscissa. DLF0s measured using the 100-Hz nominal F0 are indicated by filled symbols connected by
solid lines, those measured using the 200-Hz nominal F0 by open symbols connected by dashed lines. For within-region conditions~left-hand panels!, DLF0s
measured in conditions involving resolved harmonics are indicated by the letter R, and DLF0s measured in conditions involving only unresolved harmonics
are indicated by the letter U, next to the corresponding symbols. In across-region conditions~right-hand panels!, DLF0s measured in conditions involving two
resolved groups are indicated by the letters RR, and DLF0s measured in conditions involving two unresolved groups are indicated by the letters UU, next to
the corresponding symbol.~The symbols corresponding to conditions involving one resolved and one unresolved group are not associated to letters in order
to avoid cluttering.! Note that while the letters R and U in the within-region panels are associated with more than one symbol, the letters RR and UU in the
across-region panels correspond to the single nearest symbol. The 70.7%-correct DLF0s are represented by downward-pointing triangles; the 79.4%-correct
DLF0s are represented by upward-pointing triangles. The error bars represent the standard error of the geometric mean across listeners, after removing any
overall differences in performance between listeners~i.e., after subtracting their average from the log-transformed DLF0s in each listener!.
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in each condition, and determine the ‘‘true’’ DLF0s~after
removing the spectral-region bias! in the corresponding con-
dition, as described in Appendix A. Only the ‘‘true’’ DLF0s,
computed as described in Appendix A, were used in the fig-
ures, statistical analyses, and model predictions presented in
this article. For clarity, these ‘‘true’’ DLF0s are simply re-
ferred to as ‘‘DLF0s’’ throughout the paper, the expression
‘‘raw DLF0s’’ being reserved for the original DLF0s mea-
sured in each interleaved track of the adaptive procedure.
Three ‘‘true’’ DLF0s were obtained in each condition. Pool-
ing across runs and listeners always involved geometric,
rather than arithmetic, averages.

D. Apparatus

The stimuli were generated digitally and played out via a
soundcard~LynxStudio LynxOne! with 24-bit resolution and
a sampling frequency of 32 kHz. The stimuli were then
passed to a headphone buffer~TDT HB6! before being pre-
sented to the subject via the left earpiece of Sennheiser HD
580 headphones. Subjects were seated in a double-walled

sound-attenuating chamber. Intervals were marked by
‘‘lights’’ on a virtual response box, displayed on a computer
screen, and subjects responded via a computer keyboard.

III. RESULTS

A. DLF0s

Figure 1 shows the DLF0s measured in the within-
region conditions~left! and the across-region conditions
~right!. The upper two panels show mean results obtained by
averaging across all six listeners. The lower two panels show
the mean results averaged across only three of the above six
listeners. The data of these three listeners were isolated be-
cause they showed the lowest thresholds and the clearest
dissociation, in the within-region conditions, between condi-
tions that involved resolved harmonics and conditions that
did not. Selecting these listeners for illustration will be im-
portant when examining the evidence for translation noise in
mixed-resolvability conditions. This is because those listen-
ers with the lowest levels of encoding noise~i.e., lower
thresholds! are perhaps the most likely to exhibit the effects
of any additional noise sources. Accordingly, we ran two sets
of analyses in parallel: one on the data of all six listeners and
one on the data of listeners 1–3 only.

Consider first the within-region data shown in the left-
hand panels. As expected, the 79.4%-correct thresholds were
generally higher than the 70.7%-correct thresholds@F(1,5)
528.95,p,0.005].1 Also as expected, conditions involving
resolved harmonics~which are indicated by the letter R next
to the corresponding symbols in Fig. 1! produced lower
thresholds than conditions with unresolved harmonics
~which are indicated by the letter U!. The average DLF0s in
the three selected listeners~lower left panel! are in good
agreement with those obtained in earlier studies involving
comparable stimuli~Hoekstra, 1979; Shackleton and Car-
lyon, 1994!. Most importantly, the difference between
resolved- and unresolved-harmonic conditions observed in
these three listeners is at least as large as that observed in
these earlier studies.

The right-hand panels in Fig. 1 show the DLF0s mea-
sured in across-region conditions. When the whole study
group was considered~upper right panel!, no significant dif-
ference was observed between the DLF0s measured in con-
ditions involving one resolved and one unresolved group,
and those measured using both resolved or both unresolved
groups~which are marked as ‘‘RR’’ and ‘‘UU,’’ respectively,
in Fig. 1! @F(1,5)50.26; p50.630]. Furthermore, the
DLF0s measured using two resolved groups~i.e., in the low-
mid condition with the 200-Hz nominal F0, which is marked
as ‘‘RR’’ in Fig. 1! did not differ significantly from those
measured using two unresolved groups~i.e., in the mid-high
condition with the 100-Hz nominal F0, which is marked as
‘‘UU’’ in Fig. 1 ! @F(1,5)51.77,p50.241]. In the subset of
listeners~listeners 1–3! whose within-region data showed
the clearest dissociation between resolved and unresolved
conditions, the DLF0s measured using two groups of re-
solved harmonics were smaller than those measured using
two unresolved groups. This difference was marginally sig-
nificant @F(1,2)518.48,p50.050].

FIG. 2. Spectral-region bias in across-region conditions. The upper panel
shows averages across all six listeners; the lower panel shows averages
across listeners 1–3. The different spectral regions used to produce the
different conditions are indicated on the abscissa. The amount of bias is
represented on the ordinate as a multiplicative factor. Values around one
indicate no spectral region bias. Values below one indicate a tendency to
report the stimulus in the higher spectral region as having the lower F0;
values above 1 indicate a tendency to hear the stimulus in the higher spectral
region as having the higher F0. Data obtained using a 100-Hz nominal F0
are indicated by filled symbols connected by solid lines; those obtained
using a 200-Hz nominal F0 are indicated by open symbols connected by
dashed lines. The downward-pointing triangles correspond to 70.7%-correct
points, the upward-pointing triangles to 79.4%-correct points. The error bars
represent the standard error of the geometric mean across listeners, after
removing any overall differences in performance between listeners.
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As in the within-region conditions, a significant differ-
ence was found between the 70.7%- and the 79.4%-correct
DLF0s @F(1,5)547.97, p50.001 for all six listeners;
F(1,2)552.84, p50.018 for the three selected listeners#.
The increase in DLF0s between the 70.7%- and 79.4%-
correct points, although somewhat variable across condi-
tions, did not differ significantly across conditions and was
around 50% on average. Assuming unbiased responding,
70.7% and 79.4% correct in a 2AFC task correspond tod8
values of about 0.77 and 1.16, respectively—also an increase
of about 50%. This finding of similar proportional increases
in DLF0 andd8 is consistent with earlier results~Plack and
Carlyon, 1995!.

B. Spectral-region bias

Figure 2 shows the estimated amount of spectral-region
bias in the across-region conditions, calculated as described
in Appendix A. The amount of bias is expressed as a multi-
plicative factor: a value of 1 indicates no bias; values below
1 indicate a tendency to respond that the stimulus in the
higher spectral region has the lower pitch; values above 1
indicate a tendency to respond that the stimulus in the higher
spectral region has the higher pitch. Although a seemingly
large bias was apparent in some conditions~see low-high
200 Hz and mid-high 100-Hz conditions, in which the aver-
age bias corresponded to about a semitone!, a post-hocsta-
tistical analysis, with Bonferroni correction, of the whole-
group data failed to reveal any significant biases (p.0.05 in
all cases!. The data from the subset of listeners 1–3, whose
within-region DLF0s were the lowest, showed even less de-
parture from no bias.

C. Comparisons with model predictions

As mentioned in the Introduction, Carlyon and Shackle-
ton ~1994! proposed that performance in tasks involving F0
comparisons between harmonic complexes filtered into dif-
ferent spectral regions may be limited by three sources of
internal noise: encoding noise, across-region comparison
noise, and, when the complexes are processed via different
mechanisms, across-mechanism translation noise. The size of
these different internal noises can be estimated based on the
DLF0s measured in different conditions. For instance, the
size of the encoding noise for a specific nominal F0 and
frequency region can be estimated directly from the DLF0s
measured with complexes filtered into the same region, since
in that situation only encoding noise should be present.
Based on Green and Swets~1966!, for a 2AFC task,

d2AFC8 5
2D

A2se
2

, ~1!

whereD is the distance along the relevant internal decision
axis between the means of the two distributions of activity
~probability densities! evoked by the two stimuli to be com-
pared. The two distributions are assumed to be Gaussian,
with common variancese

2. The 2AFC subscript afterd8 is
here to avoid confusion with thed8 that would be obtained in
a yes/no task; given the sameD andse

2, d2AFC8 is & times
d8. Based on the present findings and the earlier results by

Plack and Carlyon~1995!, showing that in frequency or F0
discrimination tasksd8 is proportional to the F0 difference
(DF0) in Hz between the two stimuli being compared, and
assuming for simplicity that the factor relatingd2AFC8 to DF0
expressed in percent of the F0 is constant and equal to unity,
the size of the encoding noise2 can be estimated as

se5A2
DLF0

d2AFC8
, ~2!

where DLF0 is the measuredDF0 at threshold~in % of F0!,
andd2AFC8 is calculated as two times the z-score~computed
using the inverse of the standard cumulative normal func-
tion! of the input probability corresponding to the targeted
percent correct in the 2AFC task~Green and Swets, 1966!.

When the two complexes within a trial are filtered into
different spectral regions, the encoding noises in the two
observation intervals may differ and across-region compari-
son noise must be added. In that situation, provided the two
complexes being compared both contain either resolved or
unresolved harmonics~so that no translation noise is
present!, one has

d2AFC8 5
2DLF0

Ase1
2 1se2

2 1sc
2

, ~3!

where DLF0 is theDF0 at threshold measured in the consid-
ered across-region condition~say, low-mid! at the considered
nominal F0~say, 200 Hz!, se1

2 andse2
2 are the variances of

the encoding noises associated with the two considered spec-
tral regions~in this example, low and mid! for the same
nominal F0, andsc

2 is the variance of the across-region com-
parison noise in the considered condition~low-mid, 200 Hz
F0!.

Rearranging the terms in Eq.~3!, one obtains

DLF05 1
2d2AFC8 Ase1

2 1se2
2 1sc

2. ~4!

FIG. 3. Estimated sizes~i.e., standard deviations! of the encoding noise
associated with comparisons between two resolved groups~empty bars!, two
unresolved groups~black bars!, or one resolved and one unresolved group
~horizontal-strip bars!, and of the across-region comparison noise~crossed
bars!. The first six groups of bars correspond to individual data; the remain-
ing two groups of bars show averages across all six listeners and across the
three selected listeners.~See text for details.!
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The variancesse1
2 andse2

2 can be derived directly from
the DLF0s measured in within-region conditions~in the
above example, low 200 Hz and mid 200 Hz! using Eq.~2!.
The variancesc

2 can then be estimated as the value minimiz-
ing the root-mean-square~rms! difference between the mean
log-transformed DLF0s predicted using Eq.~4! and the mea-
sured~i.e., observed! ones, over all across-region conditions
in which the two groups of harmonics are either both re-
solved or both unresolved.

The best-fitting estimate of the across-region compari-
son noise size, measured as its standard deviation,sc , is
shown in Fig. 3 for each of the six listeners. The~geometric!
mean noise sizes across all six listeners or just the three
selected listeners are shown on the right. The size of the
combined encoding noises (Ase1

2 1se2
2 ) associated with F0

comparisons between two groups of resolved harmonics
~RR!, two groups of unresolved harmonics~UU!, and one

resolved versus one unresolved group are plotted for com-
parison. As expected from the DLF0s measured in within-
region conditions, the total amount of encoding noise was
generally smaller for resolved than for unresolved harmon-
ics. On average, the across-region comparison noise was of
roughly the same size as the total amount of encoding noise
associated with comparisons between one resolved and one
unresolved group.

Before trying to estimate the size of the across-
mechanism translation noise, it is worth examining first how
well the observed DLF0s in conditions involving one re-
solved and one unresolved complex can be predicted using
only encoding and across-region comparison noise. Figure 4
shows the 75%-correct across-region DLF0s predicted using
Eq. ~4! with the across-region comparison noise set to zero
~thin lines! or to its best-fitting value, held constant across
conditions~thick lines!. The thin lines show predictions as-
suming that the DLF0s in across-region conditions were, like
those measured in within-region conditions, limited only by
encoding noise. ‘‘Observed’’ DLF0s corresponding to
roughly 75% correct, which were calculated as the geometric
mean of the 70.7%- and 79.4%-correct DLF0s measured in
across-region conditions~shown in Fig. 1!, are plotted here
as symbols. As can be seen, the predictions obtained with the
across-region comparison noise set to zero generally resulted
in substantial underestimates of the actual DLF0s. On the
other hand, the predictions derived with a constant~nonzero!
across-region comparison noise, derived through optimal fit-
ting of the DLF0s only in across-region conditions involving
two groups of resolved or two groups of unresolved harmon-
ics, provided a good fit to the whole set of across-region
DLF0s, including those measured using one resolved and
one unresolved group. The observed and predicted~log-
transformed! DLF0s were compared using an ANOVA for
repeated measures. Only the four combinations of nominal
F0 and spectral region that involved across-region compari-
sons between one resolved and one unresolved group were
included in this analysis. No significant difference was found
between the predicted and the observed thresholds@F(1,5)
50.00, p50.973 for the whole study group; F~1,2!50.06,
p50.831 for the subset of three listeners#. This indicates that
the present results can be accounted for with a model assum-
ing only two additive sources of internal noise: one source of
F0 encoding noise, the size of which varies across condi-
tions, depending primarily on whether the harmonics are re-
solved or not; and another source of noise, associated with
across-region comparisons, the size of which is constant
across conditions. No other source of internal noise is needed
to explain the present results. Furthermore, adding an extra
source of noise in conditions involving comparisons between
one resolved and one unresolved group of harmonics would
not improve the accuracy of fit because, as can be seen in
Fig. 4, the predictions do not systematically underestimate
the thresholds observed in these conditions. In other words,
the present results provide no evidence for the existence of
an across-pitch-mechanism translation noise.

FIG. 4. Comparison between the observed and the predicted DLF0s in the
across-region conditions. The upper panel shows averages across all six
listeners; the lower panel shows averages across listeners 1–3. The symbols
show the geometric mean of the 70.7%- and 79.4%-correct DLF0s measured
in each condition. As for Fig. 2, DLF0s obtained using the 100-Hz nominal
F0 are indicated by filled symbols and DLF0s measured using the 200-Hz
nominal F0 are indicated by open symbols. The error bars represent the
standard error of the geometric mean across listeners, after removing any
overall differences in performance between listeners. The lines represent
predictions. The solid lines correspond to predictions for the 100-Hz nomi-
nal F0, the dashed lines to predictions for the 200-Hz nominal F0. The thin
lines correspond to predictions using only encoding noise. The thick lines
correspond to predictions assuming encoding and across-region comparison
noise.~See text for details.!
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IV. EFFECTS OF INCREASING THE F0
RANDOMIZATION RANGE

A. Rationale

One possible reason why no evidence for an across-
pitch-mechanism translation noise was found in the preced-
ing experiment is that listeners avoided comparing the F0s of
the two complexes presented in the two observation intervals
when one of these complexes was resolved and the other was
unresolved. Indeed, listeners could in theory do the task as if
it were a one-interval task, ignoring one of the two observa-
tion intervals and simply comparing the F0 in the other ob-
servation interval to an internal criterion corresponding to
the nominal F0. If the F0 in the chosen observation interval
were higher than the criterion, the listener would designate
that interval as the one containing the higher-F0 complex.
Listeners may have been led to use this ‘‘one interval’’ strat-
egy in conditions involving one resolved and one unresolved
group because, in those conditions, direct comparisons be-
tween the F0s of the two stimuli were perhaps strongly lim-
ited by translation noise.

In order to test whether the DLF0s measured in condi-
tions involving one resolved and one unresolved group in
experiment I could be accounted for by this type of explana-
tion, we calculated the smallest F0 difference~DF0! required
to achieve a given percentage of correct responses~70.7% or
79.4%! with this ‘‘one-interval’’ strategy. In order to obtain a
conservative test, it was assumed that both the internal crite-
rion and the F0 derived from the selected observation inter-
val were completely noise-free~i.e., perfect coding was as-
sumed!. Thus, theDF0s indicated below must be regarded as

an absolute lower bound on the DLF0s: observed DLF0s
smaller than these values cannot be explained in terms of the
above-described ‘‘one-interval’’ strategy; DLF0s larger than
these values may be explained in terms of this strategy, pro-
vided the amount of coding noise is sufficiently small. Natu-
rally, if perfect coding is assumedand the nominal F0 of the
stimuli is not roved across trials, listeners can achieve 100%
correct. If the nominal F0 is roved across trials over a range
R ~in semitones!, then the F0 difference,DF0, required to
obtain a certain proportion of correct responses, Pc, is simply
equal to 2R~Pc20.5! semitones. In experiment I, the nominal
F0 of the stimuli was roved over a 1-semitone range~roughly
63%!. With this roving range, the formula predicts that
70.7% of correct responses can be achieved with aDF0 of
only 2.4%, and that 79.4% correct can be achieved with a
DF0 of 3.5%. Since these lower bounds are smaller than the
DLF0s measured in conditions involving one resolved and
one unresolved group~see Fig. 1!, the possibility that listen-
ers used the ‘‘one interval’’ strategy in these conditions can-
not be ruled out. Thus, it is possible in theory that the lack of
evidence for translation noise in experiment I was due to the
fact that listeners never directly compared the F0s of re-
solved and unresolved complexes.

One way of encouraging listeners to compare the F0 of
the two stimuli presented within each trial is to increase the
randomization range of the nominal F0. Accordingly, we re-
tested five out of the six listeners who had taken part in
experiment I using the same F0 and region conditions, but
this time with an F0 randomization range of 4 semitones
instead of just 1 semitone. Using the above formula, it can be

FIG. 5. Mean DLF0s measured in within-region and across-region conditions using a 4-semitone randomization range for the nominal-F0. The general format
is the same as for Fig. 1. The only differences are that the upper panels show averages across five listeners~listeners 2–6! and the lower panels show averages
across listeners 2–4, and that only 79.4%-correct DLF0s were measured.
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shown that with such a randomization range, listeners would
need aDF0 of at least 14.6% to perform at 79.4% correct. If
the DLF0s measured in the second experiment are below this
predicted value, one could conclude that listeners were com-
paring the F0s of the resolved and unresolved stimuli. On the
other hand, if the DLF0s are larger than the predicted values
above, this would support the view that listeners were rely-
ing on an internal reference rather than comparing the two
observation intervals. Furthermore, if it turned out that the
measured thresholds are significantly larger than the pre-
dicted ones specifically in conditions involving one resolved
and one unresolved group of harmonics, this would be con-
sistent with the existence of translation noise.

B. Methods

The stimuli and procedure were the same as in the first
experiment. The only differences were in the size of the F0
roving range, which was now 4 semitones~i.e., 62 semi-
tones around the nominal F0!, and in the targeting of only
one percent-correct value~79.4%! instead of two. The six
listeners who had taken part in experiment I also took part in
experiment II. However, one listener~listener 1! became un-
available before the end of that second experiment. Thus,
only the data from listeners 2–6 could be retained in the final
analyses. As in experiment I, two sets of analyses were run in
parallel: one on the data of all five listeners, the other on the
data of a subset of three listeners who showed the lowest
thresholds and whose within-region data showed the largest
difference between conditions that involved resolved har-
monics and those that did not. As listener 1 was no longer
available, these were now listeners 2–4.

C. Results and discussion

The results of experiment II are shown in Fig. 5. In the
across-region conditions, the measured DLF0s were signifi-
cantly lower on average than the prediction of the internal-
reference model~14.6%!, even in the whole study group
~Fig. 5, left panel! @ t(71)52.50, p,0.01]. This indicates
that listeners were not simply basing their responses on com-
parisons with a constant internal reference F0.

Furthermore, although a visual comparison between
Figs. 1 and 5 suggests that increasing the roving range pro-
duced some increase in the DLF0s, statistical comparisons
between the 79.4%-correct thresholds measured in the 1- and
4-semitone roving-range conditions in the five listeners who
took part in both experiments showed no significant differ-
ence. The same analysis, when run on the data of the three
selected listeners~listeners 2–4!, led to the same outcome.
This lack of a significant effect of the roving range is con-
sistent with the notion that listeners were not relying on a
fixed internal reference in either experiment I or II.

As with experiment I, the DLF0s measured in within-
region conditions were used to estimate the amount of inter-
nal noise present in these conditions. These internal noise
estimates were then used to predict the DLF0s measured in
across-region conditions assuming only across-region~no
across-pitch-mechanism translation! noise. Once again, no
significant difference was found between the observed and

predicted DLF0s in conditions involving comparisons be-
tween one resolved and one unresolved group, independent
of whether the analysis was carried out on the data of all five
listeners@F(1,4)50.22, p50.664] or of the three selected
listeners@F(1,2)51.82,p50.310].

In summary, the apparent lack of translation noise in
experiments I and II is not likely to be due to listeners using
an internal reference F0 and failing to actually compare F0s
across spectral regions. This leaves us with other interpreta-
tions to consider in the general discussion: either there is no
across-pitch-mechanism translation noise in the auditory sys-
tem or, at least, the size of this noise is small in comparison
to that of the other sources of observer- or measurement-
related noise present in this study.

V. GENERAL DISCUSSION

A. Was the across-mechanism translation noise
swamped by the across-region comparison noise?

A possible reason why the observed and predicted
DLF0s in resolved–unresolved conditions differed very little
is that translation noise was swamped by the other sources of
internal noise present in the across-region conditions,
namely, the encoding and across-region comparison noises.
Since both of these sources of internal noise are present
whenever listeners compare the F0s of harmonics in different
frequency regions, one might argue that if the translation
noise is not large enough to have an effect in the presence of
these other sources of internal noise, its influence will never
be observed, except perhaps under conditions involving
comparisons between resolved and unresolved harmonics fil-
tered into the same spectral region~and, consequently, no
across-region-comparison noise!. However, it is possible that
some experimental situations yield less across-region com-
parison noise than others. For instance, Carlyon and Shack-
leton ~1994! found no significant across-region noise in F0
comparisons between simultaneously presented groups of
harmonics~we discuss this finding in more detail below!.

FIG. 6. Estimated size~i.e., standard deviations! of the encoding noise, the
across-region comparison noise, the across-pitch-mechanism translation
noise, and/or the total noises involved in comparisons between one resolved
and one unresolved group in the present study~empty bars! and in the study
of Carlyon and Shackleton~1994! ~solid bars!. ~See text for details.!
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Furthermore, as the detrimental influence of differences in
spectral region or timbre on DLF0s appears to vary substan-
tially across listeners, it is also conceivable that in some
listeners~possibly those with extensive musical training!, the
size of the across-region comparison noise is so reduced that
it becomes negligible. Although some of our listeners had
some musical training and all were trained in both the
within- and across-region conditions prior to data collection,
we cannot rule out the possibility that other listeners might
exhibit smaller amounts of across-region comparison noise.

In order to test whether the lack of evidence for transla-
tion noise in the present study could be due to the presence
of unusually large encoding and/or across-region comparison
noise, we compared the size~standard deviation! of the total
amount of noise in our across-resolvability conditions to the
size of the encoding noise associated with comparisons be-
tween one resolved and one unresolved complex in Carlyon
and Shackleton’s~1994! study. Details on how these esti-
mates were obtained from the data plotted in Carlyon and
Shackleton’s article are provided in Appendix B. Three im-
portant considerations are worth mentioning here:~a! Be-
cause Carlyon and Shackleton found no significant across-
region comparison noise, the only significant source of
internal noise in their simultaneous experiment besides trans-
lation noise was encoding noise.~b! Since the performance
in simultaneous comparisons between two unresolved com-
plexes in Carlyon and Shackleton’s study was enhanced by
the detection of pitch pulse asynchronies, the encoding noise
for unresolved complexes could only be predicted from the
sequential comparisons.~c! While Carlyon and Shackleton’s
experiment testing for across-region comparisons involved
four groups of harmonics on each trial~two in each observa-
tion interval!, ours involved only two, and in both experi-
ments translation noise was thought to compete with the en-
coding noise associated with two complexes, not four. These
three considerations indicate that the relevant comparison is
between thetotal amount of ~encoding and across-region!
noise associated with across-region comparisons involving
one resolved and one unresolved complexes in the present
study, and the amount ofencodingnoise associated with cor-
responding comparisons in Carlyon and Shackleton~1994!,
as predicted from the sequential-comparison data in that
study.

Figure 6 compares the sizes~or standard deviations! of
the internal noises computed in the present study~for the
three listeners of experiment I! with those estimated from the
data plotted in Carlyon and Shackleton’s~1994! article~Figs.
6, 7, and 9 in that article!. It can be seen that the amount of
encoding noise associated with comparisons between one
group of resolved and one group of unresolved harmonics in
the three selected listeners of the present study is similar to
that measured in three listeners by Carlyon and Shackleton
~1994!. Nevertheless, because of the additional across-region
comparison noise found in this study, the total noise poten-
tially competing with translation noise was slightly larger in
the present study than in Carlyon and Shackleton~1994!
~compare ‘‘overall RU M&O’’ with ‘‘encoding RU C&S’’ in
Fig. 6!. In theory, this could have limited the ability of the
present study to find evidence for translation noise. However,

the reanalysis of Carlyon and Shackleton’s data also reveals
that the size~standard deviation! of the putative translation
noise in their study was about four times larger than the
overall size of the other sources of internal noise associated
with comparisons between one resolved and one unresolved
complex~compare the last two histogram bars in Fig. 6!.

If a translation noise of the size found by Carlyon and
Shackleton had been present in our study, would it have been
detected? More generally speaking, how large should the
translation noise have been in order for its influence on the
DLF0s to be detectable in the present study? In order to
answer this question, we gradually increased the previously
estimated size of the internal noise added to the encoding
noise in conditions involving comparisons between one re-
solved and one unresolved group in experiment I, recom-
puted the DLF0 predictions with the artificially increased
internal noise size, and compared the newly predicted thresh-
olds with the observed ones. Repeating this procedure until
the ANOVA yielded a significant outcome (p,0.05), we
found that increasing the size~standard deviation! of the
noise added to the total amount of encoding noise in
resolved–unresolved comparisons by 75% was sufficient to
produce a statistically significant deviation between the pre-
dicted and observed thresholds@F(1,5)56.74,p50.049]. A
75% increase in the size~standard deviation! of the across-
region comparison noise was found to correspond roughly to
a 50% increase in the total amount of~encoding plus across-
region comparison! noise measured in the considered condi-
tions. To yield this 50% increase in total noise size, the added
~‘‘translation’’! noise should have a size slightly~i.e., about
12%! larger than that of the total amount of encoding plus
across-region comparison noise already present in the
resolved-vs.-unresolved conditions.3 The size of the transla-
tion noise estimated from Carlyon and Shackleton’s~1994!
data was about four times the total amount of~encoding!
noise that was associated with resolved–unresolved compari-
sons in that study, and it is between 2 and 3.5 times the total
amount of~encoding plus across-region comparison! noise
measured in the present study~depending on whether one
considers the data of all six listeners or only those of the
three selected listeners, respectively!. All of these ratios are
substantially larger than the 12% difference needed to pro-
duce a statistical increase in DLF0s here. Thus, had an addi-
tional noise with the same relative size as that observed in
Carlyon and Shackleton’s~1994! study been present here, its
influence would have been detected. To check this conclu-
sion, we also tried adding to the total amount of internal
noise measured in resolved–unresolved conditions here, an-
other noise with the same absolute~rather than relative! size
as the translation noise in Carlyon and Shackleton~1994!. As
expected, this resulted in a statistically significant difference
between the predicted and observed DLF0s in the considered
conditions @F(1,5)514.51, p50.013]. These observations
indicate that the discrepancy between the present results and
those of Carlyon and Shackleton~1994! cannot be explained
simply by insufficient statistical power or the presence of
unusually large encoding and/or across-region comparison
noise in present study.
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B. Reevaluating past claims for translation noise

How can the apparent discrepancy between the results of
Carlyon and Shackleton~1994!, suggesting the existence of a
large across-pitch mechanism translation noise, and the
present ones, showing no evidence for such noise, be re-
solved? Carlyon and Shackleton’s~1994! evidence for trans-
lation noise, just like the present lack thereof, rests entirely
on comparisons between observations and predictions. How-
ever, in their study, the predictions were derived from per-
formance measures obtained in conditions that differed
markedly from the ones in which the predictions were ap-
plied. Specifically, performance measures in F0 discrimina-
tion betweensequentialgroups of harmonics filtered into the
samespectral region were used to predict performance in F0
comparisons betweensimultaneousgroups of harmonics fil-
tered intodifferentspectral regions. Because these two types
of experimental situations may involve very different inter-
nal processes, the interpretation of the differences between
predictions and observations in Carlyon and Shackleton’s
study is uncertain. The evidence for translation noise in that
study is further limited by the fact that the authors had to
exclude comparisons between observations and predictions
in conditions that involved two groups of unresolved har-
monics because, as they pointed out, performance in those
conditions was probably mediated by the detection of pitch
pulse asynchronies between the two complexes. The results
obtained in conditions involving comparisons between two
unresolved groups being ruled out, the evidence for transla-
tion noise in Carlyon and Shackleton~1994! rests entirely on
the worse-than-predicted performance in F0 comparisons be-
tween one resolved and one unresolved group. However, this
finding may be explained by reasons other than translation
noise. For instance, when both resolved and unresolved con-
tiguous harmonics are presented simultaneously, resolved
harmonics have been shown to dominate the pitch percept
~e.g., Plomp, 1967!. Possibly, this makes it harder to detect
differences in F0 across spectral regions due to some form of
masking of the less salient pitch evoked by the unresolved
harmonics, or some other form of interference. Recent results
by Gockelet al. ~2004! indicate that such interference effects
do exist. These authors showed that F0 discrimination per-
formance between two sequential complexes consisting of
unresolved harmonics was impaired by the simultaneous pre-
sentation of another complex, filtered in a lower spectral re-
gion and containing resolved harmonics. Gockelet al. ar-
gued that this interference effect might explain the finding of
lower-than-predicted performance in Carlyon and Shackle-
ton’s conditions involving simultaneous comparisons be-
tween a resolved and an unresolved complex.

C. One or two pitch mechanisms?

In view of the above analysis, it appears that the evi-
dence currently available to support the hypothesis that F0
comparisons between resolved and unresolved harmonics are
significantly affected by translation noise is, at best, limited.
However, it is important to stress that rejecting the hypoth-
esis of the existence of translation noise between the outputs
of two different F0-encoding mechanisms for resolved and

unresolved harmonics is not tantamount to rejecting the hy-
pothesis that these two F0-encoding mechanisms exist. It is
quite possible that the F0 estimates derived from resolved
and unresolved harmonics by two distinct F0-encoding
mechanisms are already reconciled into a common code be-
fore they are compared, or that these F0 estimates, although
they are derived through different mechanisms, are expressed
in the same form.

There remain some results in the literature that have
been interpreted as suggesting the existence of different pitch
encoding mechanisms for resolved and unresolved harmon-
ics. Plack and Carlyon~1995! and White and Plack~1998!
have shown qualitatively different effects of duration on
DLF0s for resolved and unresolved harmonics, which may
be construed as an indication that different underlying
mechanisms are operating. More recently, Grimaultet al.
~2002! have obtained results that were interpreted as indicat-
ing the involvement of different mechanisms in the learning
of F0 discrimination with resolved and unresolved harmon-
ics, which also would be hard to reconcile with the assump-
tion that the same mechanism mediates F0-discrimination
performance in both cases.

D. A note on across-region comparison noise in F0
discrimination

Our finding of significant across-region comparison
noise is consistent with a number of earlier studies that have
found poorer F0 discrimination when the two stimuli consist
of different harmonics than when they contain identical har-
monics~e.g., Ritsma, 1963; Faulkner, 1985; Moore and Glas-
berg, 1990!. Moore and Glasberg~1990! showed that DLF0s
could be increased when the complexes occupied roughly the
same spectral region and even shared many common har-
monics. This suggests that even subtle differences in timbre
can interfere with the processing of differences in F0. The
interference may be due to distraction of the listener’s atten-
tion away from the relevant sensory dimension~i.e., pitch!
by irrelevant variations along another dimension~i.e., tim-
bre!. Thus, the expression ‘‘across-region comparison
noise,’’ which we borrowed from Carlyon and Shackleton
~1994!, should not be taken too literally, as it may not relate
specifically to across-region comparisons, but may instead or
also reflect a general distracting effect of timbre differences
on F0 comparisons. Whatever mechanism is at the origin of
the increase in thresholds from within- to across-region con-
ditions, our quantitative predictions demonstrate that the in-
fluence of this mechanism can be modeled successfully as a
simple additive source of noise. Indeed, adding a constant
amount of noise to the estimated amount of encoding noise
associated with each combination of F0 and spectral region
condition was sufficient to produce predicted thresholds very
close to the observed ones in all the across-region conditions.
A model assuming a constant multiplicative across-region-
comparison noise, which would predict a proportional up-
ward shift in thresholds from within- to across-region condi-
tions, would clearly not be adequate. It would, for example,
predict a larger than observed difference in thresholds be-
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tween the all-resolved, low-mid 200-Hz condition and the
unresolved-resolved, mid-high or low-high 200-Hz condi-
tions.

E. Influence of spectral region on pitch perception

Another result of the present study, which deserves men-
tion in relation to the question of across-region comparison
noise, concerns the question of across-region bias. In this
study, no significant spectral-region bias was found. This
may seem surprising given that the changes in timbre be-
tween the two observation intervals were very salient. Previ-
ous studies indicate that for harmonic complexes differing in
spectral composition, equal F0s do not necessarily produce
exactly equal pitches~e.g., van den Brink, 1977; Chuang and
Wang, 1978; Singh and Hirsh, 1992!. Such influences of
spectral region on perceived pitch should have shown up as
bias in our study. However, several factors can explain the
apparent lack of influence of timbre on pitch in most of the
conditions tested in this study. First, our listeners were pro-
vided extensive training in the F0-discrimination task; even
though they may have been initially tempted to rely more on
timbre than on pitch, such an extensive training with trial-
by-trial feedback may have eliminated most of this initial
inclination. Second, it has been shown that when faced with
conflicting pitch and timbre cues~e.g., increasing F0 but de-
creasing spectral region!, most listeners follow periodicity
pitch rather than timbre, provided the complexes contain
more than two components~Smoorenburg, 1970; Laguitton
et al., 1998!; our harmonic complexes generally contained
more than two components. Finally, various results in the
literature indicate that timbre can be varied without affecting
pitch ~Plomp, 1967; Hafter and Richards, 1988; Demany and
Semal, 1993; for consistent results in cochlear-implant listen-
ers, see McKayet al., 2000!. These prior results and the
present ones, showing little spectral bias, are generally con-
sistent with the idea that, in trained listeners, periodicity
pitch is little ~or not! influenced by timbre, although it re-
mains possible that our listeners learned to ‘‘recalibrate’’
their pitch judgments depending on spectral region.

VI. CONCLUSIONS

The results obtained in this study are consistent with
previous studies in showing that~1! DLF0s for harmonic
complexes filtered into the same spectral region are signifi-
cantly worse for unresolved than for resolved harmonics, and
that ~2! DLF0s for sequential harmonic complexes filtered
into different spectral regions are generally worse than
DLF0s for sequential complexes filtered into the same spec-
tral region. They reveal that, whatever effect is responsible
for worse performance in the across-region conditions, this
effect may be modeled simply and adequately as an additive
source of internal noise whose size is constant across all
conditions tested here. The results provide no evidence for
the hypothesis that sequential F0 comparisons between two
sequentially presented groups of harmonics, one resolved
and the other unresolved, are significantly limited by ‘‘trans-
lation’’ noise between the internal F0 estimates derived from
these two groups. We have shown that the discrepancy be-

tween Carlyon and Shackleton’s~1994! results and the
present ones could not be explained simply by insufficient
statistical power or an unusually large across-region com-
parison noise in the present study: if an additional noise with
a size similar to the translation noise in Carlyon and Shack-
leton’s study had been present here, its influence would have
been detected. While the present results do not definitely rule
out the possible existence of an across-pitch-mechanism
translation noise in the auditory system~disproving the exis-
tence of something that can be arbitrarily small is a difficult
task!, at the very least, they show that even if such a noise
does exist, its influence on the F0 discrimination thresholds
of typical listeners is negligible. Finally, we stress that even
if the existence of translation noise could be conclusively
ruled out, this would not necessarily rule out the possibility
that the F0s of resolved and unresolved harmonics are en-
coded via different mechanisms in the auditory system.
However, if these different mechanisms do exist, it appears
that the F0s derived from resolved and unresolved harmonics
are already expressed in a similar code at the stage at which
F0 comparisons between sequential tone complexes are
made.
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APPENDIX A: FORMULAS FOR ESTIMATING BIAS
AND ‘‘TRUE’’ THRESHOLDS IN ACROSS-
REGION CONDITIONS

In across-region conditions, DLF0s were measured us-
ing two interleaved tracks. In one track, the stimulus with the
higher F0 was filtered into the higher spectral region. In the
other track, the stimulus with the higher F0 was filtered in
the lower spectral region. If the listeners’ decisions are influ-
enced by the spectral region in which the tones are filtered,
an effect we refer to here as ‘‘spectral region bias,’’ the raw
thresholds measured on the two tracks should be different.
Spectral region bias might result from a genuine influence of
spectral region on perceived F0, so that, for example, tones
filtered in a higher spectral region are perceived as having a
higher F0 than tones of the same F0 filtered in a lower spec-
tral region. Alternatively, it might result from listeners inad-
vertently discriminating signals along the ‘‘wrong’’ dimen-
sion, i.e., timbre instead of periodicity pitch, on some of the
trials.

In order to estimate the size and direction of the spectral
region bias and determine the ‘‘true’’ DLF0s after accounting
for this bias, we used an approach based on that described in
the Appendix of Oxenham and Buus~2000!. The general
idea behind this approach, as applied to the present case, is
that the influence of spectral region can be modeled as a shift
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in the value of the perceived F0. A positive shift is taken to
indicate that filtering a tone into a higher spectral region
increases its perceived F0 relative to some ‘‘true’’ internal
value. A negative shift indicates that filtering the tone into a
higher spectral region decreases its perceived F0 relative to
some ‘‘true’’ internal value. Oxenham and Buus~2000! con-
sidered an additive shift on a logarithmic~dB! scale. Here,
we use an equivalent approach, consistent with our use of a
multiplicative rule for step-size changes in the DLF0-
measurement procedure, by considering a multiplicative shift
on a linear~Hz! scale. Accordingly, at threshold, the F0 of
the higher-F0 tone in each track can be expressed as a func-
tion of the F0 of the lower-F0 tone, as follows:

F0hi15F0lo1•D•k, ~A1!

F0hi25
F0lo2

k
D, ~A2!

whereF0hi1 andF0lo1 are the F0s of the two stimuli in the
track in which the higher-F0 stimulus is presented in the
higher spectral region,F0hi2 and F0lo2 are the F0s of the
two stimuli in the track in which the higher-F0 stimulus is
presented in the lower spectral region,k is the spectral region
bias expressed as a factor, andD is the proportional differ-
ence between the two F0s corresponding to the ‘‘true’’
threshold, also expressed as a factor.

The raw DLF0s for each track are, in percents,

DLF015100S F0hi1

F0lo1
21D , ~A3!

DLF025100S F0hi2

F0lo2
21D . ~A4!

The ‘‘true’’ DLF0s, D, are then computed as the geomet-
ric mean of the raw DLF0s expressed as factors rather than
percentages~for simplicity!:

D5AF0hi1

F0lo1
•

F0hi2

F0lo2
. ~A5!

The bias,k, is computed as the square root of the ratio of
the raw DLF0s~expressed as factors!:

k5AF0hi1

F0lo1
/
F0hi2

F0lo2
. ~A6!

APPENDIX B: THE SIZE OF THE INTERNAL NOISES
IN CARLYON AND SHACKLETON „1994…

The size of the encoding and translation noises associ-
ated with across-region comparisons between one resolved
and one unresolved group of harmonics in Carlyon and
Shackleton~1994! was estimated using the data shown in
their Figs. 6 and 9. First, thed8 values for sequential com-
parisons shown in Fig. 6 were used to derive the size of the
encoding noise,se , associated with each complex. It is im-
portant to note that thed8 values in that figure and all the
other figures in Carlyon and Shackleton~1994!’s article were
computed as& times the z-score of the measured percent

correct in the 2AFC task, so that they correspond to yes/no-
task-equivalentd8 values—not to be confused withd2AFC8 .
Accordingly, we have

se5
DF0

dseq8
, ~B1!

whereDF0 is the F0 difference between the two stimuli~Car-
lyon and Shackleton tested 3.5% and 7.1%!, anddseq8 is the
mean across all three listeners of the observedd8 values in
the considered condition, read from Fig. 6 in Carlyon and
Shackleton~1994!. Technically, all the variables in this and
the following equations should have subscripts indicating to
which condition they correspond. These subscripts are not
shown here to avoid cluttering.

The total amount of encoding noise,setot , associated
with F0 comparisons between two complexes filtered into
different spectral regions was then calculated as

setot5Ase1
2 1se2

2 , ~B2!

wherese1
2 andse2

2 are the variances of the encoding noises
associated with the two considered spectral regions. A sum-
mary measure of the total amount of encoding noise associ-
ated specifically with comparisons between one resolved and
one unresolved complex was obtained by averaging the
squared values ofsetot obtained in the different conditions
that involved one resolved and one unresolved group.

The size of the translation noise,s t , was derived by
comparing the above-predicted amount of encoding noise
(setot) and the total amount of noise estimated using thed8
values observed in the simultaneous-comparison conditions
involving both resolved and unresolved complexes~Fig. 7 in
Carlyon and Shackleton’s article!. Specifically, the transla-
tion noise was calculated as

s t5AS DF0

dsim8
D 2

2setot
2 . ~B3!

Equation~B3! can be understood more easily as a rearrange-
ment of the equation below, which gives the predicted per-
formance in the task used by Carlyon and Shackleton~1994!
to measure DLF0s between simultaneously presented com-
plexes:

dsim8 5
DF0

Asetot
2 1s t

2
, ~B4!

1This and all the other statistical analyses in this article were applied to the
log-transformed, rather than the untransformed, DLF0s.

2The expression ‘‘encoding noise’’ is used here for consistency with Carlyon
and Shackleton~1994!. Admittedly, the amount of internal noise derived
using Eq.~2! may incorporate contributions from other sources of internal
noise than those associated specifically with the encodingper seof the
stimulus F0. For instance, it may include memory-related noise associated
with the comparison of the F0 of the complex in the second observation
interval with the memory trace of the F0 of the complex in the first interval
~see Durlach and Braida, 1969!. The derived amount of encoding noise
subsumes the contributions from all the internal sources of noise involved
even when the F0 comparisons are made within the same spectral region.

3If sEAT represents the standard deviation of the combined encoding plus
across-region-comparison plus translation noise,sEA represents the stan-
dard deviation of the combined encoding plus across-region-comparison
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noise, andsT represents the standard deviation of the sole translation noise,
we havesEAT5AsEA

2 1sT
2. Knowing thatsEAT /sEA51.5, it follows that

sT /sEA5A1.5221. The right term in the preceding equation is approxi-
mately equal to 1.12, indicating that the translation noise must be roughly
12% larger than the combined encoding plus across-region noise to which
it is added in order to cause a 50% increase in the size~standard deviation!
of the total amount of noise.
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Sample discrimination of frequency differences
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This study examined the effect of the type and frequency range of remote frequency distracters on
sample discrimination of frequency differences~SD-F!. For baseline SD-F conditions,
normal-hearing listeners judged frequency differences between pairs of target tones drawn from
Gaussian frequency distributions near 2000 Hz. In experiment 1, the distracters were pairs of
random-frequency tones, fixed-frequency tones, or noise bands, with one distracter above and one
below the target region. Three frequency separations of targets and distracters were tested, none
overlapping the target region. Effects of fixed-frequency or noise-band distracters were small
compared to that of random-frequency distracters, which drove performance to near chance. In
experiment 2, dominance of the low-frequency distracter was supported by the effects of changing
distracter level, by presenting only the higher- or lower-frequency distracter, and by the pattern of
weights derived from trial-by-trial responses. Performance recovered only when the
lower-frequency distracter was attenuated 40–50 dB relative to the targets. In experiment 3, all
stimulus distributions were shifted 2 octaves higher in frequency; the stronger influence of the
distracter frequency below the target remained. The results demonstrate the importance of both
stimulus variability and frequency relationships in the interaction of targets and distracters for SD-F.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1802571#

PACS numbers: 43.66.Lj, 43.66.Fe@GDK# Pages: 3051–3061

I. INTRODUCTION

The peripheral auditory system provides listeners with
the ability to ‘‘filter’’ incoming acoustic stimuli to optimize
detection of narrow-band targets in the presence of broad-
band or remote-frequency maskers~e.g., Glasberg and
Moore, 1990; Pattersonet al., 1982!. Such filtering should
remove irrelevant, remote-frequency energy from the deci-
sion process. When stimulus properties are unpredictable,
however, numerous studies have shown that frequency selec-
tivity appears to break down and detection or discrimination
tasks can become very difficult. Normal-hearing listeners of-
ten perform poorly even when the target stimuli are isolated
in time or frequency from the distracter or masker stimuli.
~e.g., Watsonet al., 1975; Kidd and Watson, 1992; Kidd
et al., 1994, 2002; Leeket al., 1991; Neff and Green, 1987;
Oh and Lutfi, 1998; Richardset al., 2002!. Across tasks with
uncertain stimuli, both large individual differences and ef-
fects of training are observed, suggesting the influence of
more central processes. This paper describes the first of a
series of studies that investigated the interaction of target and
distracter stimuli in ‘‘sample-discrimination’’~SD! tasks
~e.g., Berg and Robinson, 1987; Lutfi, 1989!. As discussed in
more detail below, SD tasks offer several advantages, includ-
ing: ~1! a theoretical framework to quantify the degree of
stimulus variation and compare performance to that of an
ideal listener;~2! a straightforward approach to obtaining
weights for individual stimuli to discern listeners’ decision

strategies; and~3! ease of manipulating task difficulty to ob-
tain desired levels of performance in the baseline~no-
distracter! conditions. The present study focused on effects
of frequency variability on SD, given the large detrimental
effects of frequency uncertainty in informational-masking
studies using random-frequency maskers and fixed-
frequency signals.

Many studies have used SD, with and without extrane-
ous tones, to examine the ability of listeners to internalize
properties of randomly varying stimuli~e.g., Berg and Rob-
inson, 1987; Doherty and Lutfi, 1999; Stellmacket al., 1997;
Lutfi, 1989, 1990, 1992, 1994; Weber, 1995!. Typically, the
task uses two overlapping, Gaussian distributions on a par-
ticular stimulus dimension~e.g., frequency!. Tones are drawn
from a randomly selected distribution, and listeners indicate
which of the two distributions was sampled. In the two-
interval, forced-choice~2IFC! version of the task, both dis-
tributions are sampled on every trial in random order. Feed-
back is provided, and listeners are instructed to use the
properties of the stimulus distributions as the basis of their
responses. Task difficulty can be controlled by adjusting the
separation between the means~D! and the standard devia-
tions ~s! of the distributions, for distributions with equal or
unequals’s. Performance of human listeners can be related
to that of an ideal observer for the baseline~no distracter!
condition, using Eq.~1! ~Green and Swets, 1966!

d8 ideal5n1/2D/s, ~1!

wheren is the number of tones sampled from each distribu-
tion. Previous studies~Lutfi, 1989, 1990, 1992; Weber, 1995!
showed listeners approximate ideal performance only for one
or two tones for SD tasks. Asn was increased, ideal

a!Portions of this research were presented at the 143rd meeting of the Acous-
tical Society of America, Pittsburgh, PA, June 2002.

b!Electronic mail: neff@boystown.org
c!Current affiliation: University of South Florida, St. Petersburg, FL 33701.
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performance improved as the square root ofn, whereas hu-
man performance grew more nearly as the cube root ofn,
regardless of the physical dimension varied. The present
study therefore used two target tones per listening interval,
which allowed performance in the baseline conditions to be
well predicted by ideal, but assured that both baseline and
distracter conditions used tonal complexes rather than single
tones.

A number of studies have examined the use of trial-by-
trial information on stimuli and listeners’ responses to calcu-
late ‘‘weights’’ for individual stimulus components and thus
infer listeners’ decision processes~e.g., Berg, 1989, 1990,
2004; Lutfi, 1995; Richards and Zhu, 1994!. These weights
can contribute useful information about the strategies of in-
dividual listeners beyond that revealed by overall perfor-
mance ~e.g., Stellmacket al., 1997; Willihnganz et al.,
1997!. Weights can be influenced by changing instructions to
the subject about which components in a multicomponent
stimulus are the targets~e.g., Southworth and Berg, 1995;
Stellmack et al., 1997!. In the present study, both overall
performance and weights are used to examine listening strat-
egies for SD of frequency differences~SD-F! with distracter
stimuli. The stimuli are simple enough to directly compare
interpretations based on weights with effects of removing
certain components. The correlation approach is used to es-
timate weights, based on the frequency~or level variation in
some cases! of each stimulus component, as summarized in
Eq. ~2! ~Lutfi, 1995!

Wi5r R~DFi !sR /sDFi , ~2!

where Wi is the listener’s weight for thei th component,
r R(DFi ) is the point biserial correlation of the listener’s binary
response~interval selected for 2IFC! with the difference in
frequency~or level! across intervals for thei th component,
sR is the standard deviation of the listener’s binary response,
andsDFi is the standard deviation of the distribution of fre-
quency ~or level! changes across the intervals for thei th
component. As described in detail in other papers~e.g., Stell-
mack et al., 1997; Lutfi, 1995!, the decision variable is as-
sumed to be a weighted sum of the stimulus differences be-
tween intervals of the components. To better convey absolute
magnitudes, weights were not normalized to sum to 1.0.

Relatively few studies have examined SD-F, focusing
instead on discrimination of level differences. In a study
most similar to this one, Lutfi~1992! examined SD-F with
variable-frequency distracter tones. The frequency distribu-
tion for the distracters was midway between the two target
distributions~e.g., target means of 1975 and 2025 Hz; dis-
tracter mean of 2000 Hz!. The stimuli were 10-tone se-
quences, similar to those used by Watson~e.g., Watsonet al.,
1975!. The ratio ofs’s for the target and distracter distribu-
tions was varied from half to double to assess the interaction
of target and distracter variability. For all four listeners, Lutfi
observed a systematic deterioration in performance from
near ideal to chance as the variability of the distracter in-
creased relative to that of the target. For conditions with
equal target and distracter variability, performance was gen-
erally poor (d850.5– 1.0, whereas ideal52.0), but improved
somewhat with increasing stimulus variability. In another

study, Lutfi ~1994! examined the ability of listeners to pro-
cess stimulus variability in different frequency regions, spe-
cifically, their ability to make use of within- versus across-
channel cues for detecting intensity changes in tone
sequences presented simultaneously across five frequency re-
gions. Each sequence had five tones, and the level, fre-
quency, and duration of each tone was varied with each pre-
sentation by sampling from Gaussian distributions for each
stimulus parameter. The statistical relationships across the
five sequences were manipulated by using the same or dif-
ferent standard deviations for the Gaussian stimulus distribu-
tions, across the three dimensions~i.e., frequency, level, du-
ration! or the five frequency regions. The target was an
intensity increment to all tones for the sequence centered at
1000 Hz. Lutfi found little evidence that listeners could make
use of cross-dimensional correlations. They did appear to use
cross-frequency correlates to improve performance, but only
when the properties of the target sequence differed from that
of the distracter sequences. This suggests that listeners have
some ability to judge properties of distributions across fre-
quency regions, albeit limited.

In the present study, across-channel interference is ex-
amined for much simpler stimuli—simultaneous pairs of tar-
get tones presented alone or combined with several types of
distracters. Given the large, detrimental effects produced by
random-frequency, multicomponent maskers on the detection
of a fixed-frequency signal, it was expected that random-
frequency distracter tones would degrade performance more
than fixed-frequency tones or noise bands. Perhaps
distracter-frequency variation would have less effect in the
present study than in informational masking studies, how-
ever, because both signal and distracter have essentially
equal frequency variation and the use of only one or two
distracter tones. In the first experiment, the target-tone distri-
butions were near 2000 Hz. The distracter stimuli were from
three different frequency regions increasing in distance from
the target. The distracters were pairs of random-frequency
tones, fixed-frequency tones, or noise bands, with one dis-
tracter above and one below the target region. The results
revealed large detrimental effects of the random-frequency
distracters, and an unexpected dominance of the lower-
frequency distracter. Gaussian level variation was also added
to some conditions, but it had such a small influence com-
pared to frequency variation that level effects are only briefly
summarized. In experiment 2, only random-frequency dis-
tracters from the distributions farthest from the target were
used. Relative levels of the target versus distracter tones
were manipulated to further test the influence of distracter
frequency. Again, the results indicated dominance of the
lower-frequency distracter. In the final experiment, the fre-
quency distributions of targets and random-frequency dis-
tracters were shifted higher to determine if absolute fre-
quency region would influence performance. The stronger
influence of the distracter below the target frequency re-
mained. Both performance (d8) and weights were used to
assess the effects of the distracters on SD-F.
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II. GENERAL METHOD

A. Listeners

Four college-student volunteers~two female, two male!
received an hourly payment for their participation. None had
previous experience with SD tasks. All had normal hearing,
defined as thresholds of 5 dB HL or less at octave frequen-
cies from 500 to 4000 Hz~ANSI, 1989!. Listeners completed
400 trials of practice in the SD task without distracters before
data collection began, and had full knowledge of all stimulus
conditions. To assure the task was understood, practice con-
ditions began with nonoverlapping target distributions
widely spaced in frequency. Performance was required to be
perfect before proceeding. The frequency distance between
distributions was then decreased over consecutive blocks of
trials to the degree of overlap in the baseline conditions.
Listeners were tested in individual soundproof rooms for 2-h
sessions~with frequent breaks! several days a week.

B. Stimuli

The target stimuli were pairs of sinusoids~two tones per
observation interval!, drawn at random from frequency dis-
tributions that were Gaussian on a linear scale in hertz. As
illustrated in Fig. 1~solid lines!, the target distributions for
all but the last experiment had mean frequencies of 2000 and
2150 Hz~D of 150 Hz!. Thed8 ideal for target-alone condi-
tions is thus 2.1@Eq. ~1!#. In the first experiment, the dis-
tracters were two random-frequency tones, fixed-frequency
tones, or bands of noise, with one distracter above and one
below the target region. Distributions for the random-
frequency distracters had the sames ~100 Hz! and total
range~600 Hz for 63 s! as the target distributions. Center
frequencies for the distracter distributions were6600, 1000,
or 1400 Hz from the mean of the nearest target distribution.
In Fig. 1, different line types indicate the pairs of distracter
distributions for the three distances. Fixed-frequency dis-
tracters were the mean frequencies of these distributions.
Noise-band distracters were 600 Hz wide to match the range
of the random-frequency distracters. Unless specified, each
target tone, distracter tone, or noise band~total power! was
67 dB SPL. The conditions of experiment 1 were also tested
with random level ‘‘jitter’’ added to each of the tonal com-
ponents~i.e., target tones, fixed- or random-frequency dis-

tracters!. For each 2IFC interval, the level of each compo-
nent was drawn from a Gaussian distribution~mean of 67
dB, s of 63 dB!. No level variation was added to the noise-
band distracters. Experiment 2 used only random-frequency
distracters farthest from the target to test the effect of chang-
ing overall level of the distracters. First, overall level of the
two distracters was changed together~i.e., both set to 50 dB
compared to 70-dB targets!, and then the level of one dis-
tracter was set equal to the targets while the level of the other
distracter was decreased across blocks of trials~fixed within
block!. Experiment 3 also used only random-frequency dis-
tracters, but shifted all stimulus distributions higher in fre-
quency. The target distributions had means of 3850 and 4000
Hz and the distracter distributions had means of 2450 and
5400 Hz ~a distance of61400 Hz!. In all experiments,
stimuli were 100 ms with 5-ms, cosine-squared ramps, and
targets and distracters were presented simultaneously.

For fixed- or random-frequency sinusoidal stimuli,
waveform files were generated using 16-bit DACs at 20 kHz
and low-pass filtered at 8 kHz. Separate DACs were used for
target and distracter waveforms. For noise bands, analog
broadband noise was bandpass filtered~KEMO, 96 dB/oct!
and gated via a voltage-controlled amplifier, using digitally
generated, 5-ms, cosine-squared ramps. Gating waveforms
were generated at a rate of 10 kHz and low-pass filtered at 4
kHz. Stimuli were then passed through a circuit of passive
attenuators, mixers, and amplifiers, and presented diotically
over TDH-39 earphones with circumaural~001! cushions to
listeners seated in individual soundproof booths. Stimulus
presentation and data collection were computer controlled.

C. Procedure

On every trial of the nonadaptive 2IFC procedure, a pair
of target tones was drawn from each of the two target distri-
butions and presented in the first or second interval with
equal probability. Distracters, when present, were in both
intervals of each trial. For example, for random-frequency
distracters, one tone each was drawn from the lower- and
higher-frequency distracter distributions~four tones total per
interval—two targets and two distracters!. Listeners were in-
structed to select the interval with the higher-frequency pair
of target tones ~this was emphasized!, and correct-answer

FIG. 1. Schematic of the Gaussian stimuli distributions used for the targets~solid lines! and random-frequency distracters~broken lines!. Mean frequencies
are indicated above the distributions. Pairs of distracter tones flanked the target region at three distances from the target region. Pairs of distracter distributions
are differentiated by line type. Fixed-frequency distracters were the mean frequencies of these distributions. Noise-band distracters had the same bandwidth
as the distributions. See the text for further detail.
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feedback was provided. Intervals were separated by 400 ms
and marked by lights on a response box. Percentage correct
for each block of 100 trials was converted tod8 values tak-
ing into account the 2IFC procedure used. Six complete rep-
lications of all conditions were completed for each experi-
ment. For each replication, listeners began with the target-
alone condition, and then were tested on the conditions with
distracters in random order. Data presented for each listen-
er’s performance are meand8 values across replications; the
error bars indicate 99%-confidence intervals. To calculate
weights, the 600 trials available for each listener and condi-
tion were pooled. Weights were calculated as in Eq.~2! ~see
Willihnganzet al., 1997 for further detail!. For tonal distract-
ers, the weight includes the correlation of each listener’s re-
sponse with the difference in distracter frequency across in-
tervals~or level, for conditions with level variation! for the
2IFC trials. For target-tone pairs, frequencies for the pair of
target tones in each interval were first averaged, and then
weights were calculated.

III. EXPERIMENT 1: EFFECT OF DISTRACTER TYPE
AND LEVEL VARIATION

A. Results for conditions without level variation

Figure 2 presents performance (d8) for individual listen-
ers as a function of the frequency distance of distracters from
the target region, for conditions without added level varia-
tion. Solid horizontal lines indicate performance for targets
alone. The remaining functions show performance with the
three types of distracters: noise bands~squares!, fixed-
frequency tones~circles!, and random-frequency tones~tri-
angles!. Listeners are ordered by performance in the baseline
conditions, with L1 near ideal, L2 and L3 somewhat lower

(d851.8 and 1.7, respectively!, and L4 as the lowest (d8
51.3). For L4, noise-band or fixed-frequency distracters
produce essentially a constant decrement in performance of
0.5d8 units regardless of distracter distance from the target
region. L4 was the only listener to show any detrimental
effect of noise. Noise bands had little effect on performance
for L1, but actually aided performance a small amount for L2
and L3 for bands remote from the target region. Fixed-
frequency distracters closest to the target region produced the
largest range of performance across listeners~e.g., near ideal
for L1 compared to chance for L3!. For most conditions,
however, fixed-frequency tonal distracters produced small re-
ductions ofd8 of 0.5 units or less. The most consistent and
largest effects are for random-frequency distracters, with per-
formance for all listeners at or near chance across conditions.
Anecdotally, listeners reported clear perceptual awareness of
the fixed-frequency distracter tones or noise, which they
were able to rapidly learn to ignore within the first few trials.
For random-frequency distracters, however, listeners re-
ported difficulty achieving any segregation of targets and dis-
tracters and wanted assurance that the signal had not been
‘‘unplugged.’’

In Fig. 3, frequency-based weights for the target-tone
pair ~open circles!, and the lower- and higher-frequency dis-
tracters~downward- and upward-pointing triangles, respec-
tively! are presented for the random-frequency distracter
condition. Shaded areas indicate weights that are not signifi-
cantly different from 0.0 (p,0.01). For three out of four
listeners~not L3!, the low-frequency distracter tone appeared
to dominate performance, with highly significant weights.
These weights indicate that listeners were following instruc-

FIG. 2. Performance as a function of the distance of the distracters from the
target region~kHz!, with listeners plotted across panels. Solid horizontal
lines indicate performance in the no-distracter condition. In each panel, data
for the three distracter conditions have different symbols as indicated in the
legend.

FIG. 3. Frequency-based weights for the random-frequency distracter con-
dition as a function of the distance of the distracter tones from the target
region ~kHz!. Error bars indicate confidence interval (p50.99). Listeners
are plotted across panels; shaded areas in each panel indicate weights that
are not significantly different from 0.0 (p.0.01). Weights for the target-
tone pair and the low- and high-frequency distracter tones have different
symbols as indicated in the legend.
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tions to select the interval with the tone~s! that were higher in
frequency, but often based their votes on the low-frequency
distracter. This is consistent with overall performance near
chance for these conditions. Distance of the distracter tone
from the target frequency region seemed of little conse-
quence. For the low-frequency distracter, only L4 showed a
large increase in the weight at the most remote position. For
high-frequency distracters, the weights were significant only
for L3 and L4 and then only for the nearest distance.

B. Results for conditions with level variation

As described earlier, experiment 1 also included condi-
tions with level variation added to all tonal stimuli. Perfor-
mance did not change from the pattern shown in Fig. 2 for
the noise-band distracters, given level variation added only
to the target tones. For random-frequency distracters, perfor-
mance also was nearly identical to that shown in Fig. 2. It
remained near chance, with little range for further decrement.
Level variation affected performance only for the fixed-
frequency distracters. A comparison of results for fixed-
frequency conditions with~open symbols! and without
~closed symbols, replotted from Fig. 2! level variation is
shown in Fig. 4. With the exception of the atypical crossover
for L3 at the closest target-distracter distance, level variation
produced a constant and similar decrement in performance
~mean of 0.4d8 units! for all listeners, despite differences in
performance across listeners without level variation. Thus,
level variation alone degraded performance by a small and
consistent amount, whereas frequency variation alone typi-
cally reduced performance to near chance. Frequency-based
weights for conditions with level variation for random-
frequency distracters are not shown, as they are nearly iden-
tical for all listeners to weights without level variation~Fig.
3!. Thus, the addition of level variation had little influence on

either performance or frequency-based weights, perhaps due
to the randomized testing order of conditions. The results
indicate the stability of the frequency-based weights across
conditions and little influence of level variation on listener
strategy.

Weights based onlevelchanges across intervals of a trial
were calculated for the random-and fixed-frequency dis-
tracter conditions. Note that judgments of target frequency
remained the basis of the SD-F task. Level-based weights for
random-frequency distracters are not shown, as nearly all
were nonsignificant. Figure 5 shows level-based weights for
the fixed-frequency distracter conditions, using the same for-
mat as Fig. 3~except for theY-axis range!. L2 showed the
largest influence of level variation, with significant negative
weights for the low-frequency distracter and positive weights
for the high-frequency distracter. Although her overall SD-F
performance remained high, these weights suggest a ten-
dency to avoid intervals with higher-level, lower-frequency
distracters and select intervals with higher-level, higher-
frequency distracters. L4 also shows one large positive
weight for the high-frequency distracter closest to the target.
All other weights are small or nonsignificant. Overall, the
level-based weights suggest insensitivity to this degree of
Gaussian level variation~18-dB total range! in the presence
of frequency variation. Whereas this experiment examined
the effects of level ‘‘jitter’’ within trials, the next experiment
examined the effect of manipulating the overall level of tar-
gets versus distracters. The expectation was that listeners
would be able to use constant differences in level across
stimuli to aid separation of target and distracter tones.

IV. EXPERIMENT 2: EFFECT OF OVERALL VS
RELATIVE DISTRACTER LEVEL

The results of experiment 1 for random-frequency dis-
tracter tones showed performance at or near chance, indepen-

FIG. 4. Comparison of performance for the fixed-frequency distracter con-
dition with and without level variation, as a function of distance of the
distracters from the target region. Listeners are plotted across panels.

FIG. 5. Level-based weights for the fixed-frequency distracter conditions
with level variation; same format as Fig. 3. There are no corresponding
frequency-based weights.
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dent of the distance of the distracter from the target region.
This experiment tested the effect of varying the overall level
of random-frequency distracters. Only distracters at the far-
thest distance from the target region~61400 Hz! were used.
In one set of conditions, both distracter tones of the pair were
decreased by the same amount in 10-dB steps from levels
equal to the target~70 dB SPL per pair, or 67 dB per com-
ponent! to levels near the threshold of audibility for the dis-
tracters~20 dB SPL per pair, or 17 dB per component!. In a
second set of conditions, one distracter tone of the pair~high
or low frequency relative to the target! was fixed in level
equal to the target tones~67 dB SPL!, while the other was
decreased in 10-dB steps from 67 to 17 dB SPL. In both sets
of conditions, a baseline condition without distracters was
included, and the conditions were tested in random order.

A. Results for varying level of the pair of distracter
tones

Performance (d8) as a function of increasing distracter
level is shown in Fig. 6 for conditions in which both random-
frequency distracter tones were varied in level together. The
results for the QT condition~no distracters! were in good
agreement with corresponding values from experiment 1
~horizontal lines, Fig. 2!. Results for the 70-dB condition
~equal-level distracter and target tones! also replicated the
results of experiment 1, with performance for all listeners
near chance. The degree of difficulty listeners had using
large differences in level to aid target detection was unex-
pected. Performance equal to the no-distracter condition was
attained only for the lowest distracter level tested, which was
50 dB lower than the target pair. For L1 and L2, large error
bars for that condition indicate performance was not yet
stable for recovery to baseline performance. L3 showed the
most systematic effects, with performance decreasing about

0.5d8 unit for each 10-dB increase in distracter level. For
the other listeners, performance dropped rapidly and re-
mained poor for distracters that were 40 dB less intense than
the target tones and at frequencies remote from the target
region.

The frequency-based weights for these conditions are
presented in Fig. 7 as a function of the level of both dis-
tracter tones, using the same format as Fig. 3. The pattern of
weights across stimuli was consistent with experiment 1, in
that there were no significant weights for the higher-
frequency distracter tone regardless of distracter level. There
were, however, large weights for three of the four listeners
~not L3! for the lower-frequency distracter. Just as in experi-
ment 1, L3 differed from the other listeners in showing no
significant weights for either distracter frequency, but
steadily decreasing weights~and poorer performance! for the
target-tone pair with increasing distracter level. Thus, her
ability to detect the target tones was affected by the distract-
ers, but she was not responding to the distractersper se.
Weights for the other listeners indicated that they were re-
sponding to the frequency changes of the lower-frequency
distracter as if it were the target. For all listeners, changes in
target-pair weights accurately reflected changes in perfor-
mance across conditions in Fig. 6, with larger target weights
corresponding to higherd8 values.

B. Results for independent changes in level for each
distracter

These conditions tested the effect of holding the level of
one of the distracter tones constant as the level of the other
distracter was varied. Across conditions, either the high- or
the low-frequency distracter was fixed at the maximum level
~67 dB SPL, equal to the target tones!, and the level of the
other distracter was fixed~within blocks! at ‘‘0’’ ~not

FIG. 6. Performance as a function of the level of both distracter tones~dB
SPL! for random-frequency distracters placed farthest from the target re-
gion. Level was changed in 10-dB steps, increasing to equal the level of the
target-tone components. Listeners are plotted across panels.

FIG. 7. Frequency-based weights for the target-tone pair and the low- and
high-frequency distracter tones as a function of the level of both distracter
tones~dB SPL!; same format as in previous plots of weights.
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present!, 17, 37, or 57 dB SPL. Performance (d8) is shown
in Fig. 8, with downward-pointing triangles for conditions in
which the lower-frequency distracter tone was varied in level
while the higher-frequency distracter remained constant at 67
dB SPL, and upward-pointing triangles for the reverse~var-
ied high distracter level, fixed low distracter level!. The re-
sults again confirmed the dominance of the lower-frequency
distracter. Performance hovered near chance when the lower-
frequency distracter was equal in level to the target-tone
components, with little influence of the higher-frequency dis-
tracter regardless of level. Similarly, when the higher-
frequency distracter tone was fixed at target-tone level, good
performance was sustained only until the lower-frequency
distracter tone increased to 37 dB SPL and then fell to near
chance. Performance for the ‘‘0-dB’’ conditions~one dis-
tracter absent, the other at maximum level! clearly indicated
the relative influence of the two distracters, with large detri-
mental effects for the low-frequency distracter alone but little
effect of the high-frequency distracter alone.

Figures 9 and 10, respectively, present the frequency-
based weights for conditions in which the low- or high-
frequency distracter was varied in level~with the other dis-
tracter constant!. The distracter that is varied is indicated in
the abscissa label, and the format and symbols are the same
as in previous figures for weights. Again, note that the 0-dB
condition on the abscissa indicates that the featured distracter
was absent, but the other distracter was at maximum level
~e.g., for Fig. 9, only the high-frequency distracter!. The pat-
tern of results in Figs. 9 and 10 was consistent with previous
results in that listeners appeared to base their responses on
the lower-frequency distracter. In Fig. 9, the weights for the
maximum-level, higher-frequency distracter were mostly
nonsignificant for all listeners. L3 again differed from the
others in that she also had no significant weights for the

low-frequency distracter. However, L3’s large weights for
the target pair decreased monotonically as the level of the
low-frequency distracter increased. For the other three listen-
ers, weights for the low-frequency distracter increased as the
weights for the target decreased.

Weights in Fig. 10 for varying the level of the high-
frequency distracter~low-frequency distracter fixed at maxi-
mum! also showed the dominant influence of the low-
frequency distracter, but the patterns differed more across

FIG. 8. Performance as a function of the level of the low- or high-frequency
distracter~dB SPL! for random-frequency distracters placed farthest from
the target region. For the two functions, the symbol legend indicates which
distracter was varied in level while the other was held constant.

FIG. 9. Frequency-based weights for conditions in which the low-frequency
distracter was varied in level, using the same format as previous plots of
weights. Weights correspond to performance shown in Fig. 8 by downward-
pointing triangles.

FIG. 10. Frequency-based weights for conditions in which the high-
frequency distracter was varied in level, using the same format as Fig. 9.
Weights correspond to performance shown in Fig. 8 by upward-pointing
triangles.
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listeners. The pattern for L1 and L2 is most straightforward,
showing no significant weights as a function of increasing
level for the high-frequency distracter, but consistent large
positive weights for the low-frequency distracter. Weights for
the target pair were significant and positive, but much
smaller than for the low-frequency distracter. Consistent with
Fig. 9, L3 again showed no significant weights to either dis-
tracter tone, but only relatively small weights to the target.
We infer that she was basing her responses on the target pair,
but the task was made very difficult by distracter tones, par-
ticularly the low-frequency distracter tone. For L4, the lack
of significant weights for most stimuli and conditions, com-
bined with corresponding performance at chance for these
conditions~see Fig. 8! suggests that this listener was simply
responding at random. Because L4 in Fig. 9 had large posi-
tive weights to the target when the low-frequency distracter
was absent or low level, again the results suggest an over-
whelming influence of the low-frequency distracter for this
listener. Overall, varying the level of the distracters together
or independently added further evidence for the compara-
tively greater influence of the lower-frequency distracter. Be-
cause the weights were derived from frequency variation,
and frequency variation was the variable on which listeners
were to base their responses, the weights clearly revealed the
stimulus components used by listeners for their decisions.

V. EXPERIMENT 3: EFFECT OF MOVING STIMULI TO
HIGHER FREQUENCIES

This experiment tested whether shifting the frequency
regions of the targets and distracters would change the basic
pattern of the results, particularly the dominance of the
lower-frequency distracter tone. Distribution means for the
pairs of target tones were shifted to 3850 and 4000 Hz. The
baseline ~no distracters!, fixed-frequency, and random-
frequency distracter conditions were tested for the largest
frequency separation used before of61400 Hz, which cor-
responds to a mean frequency of 2450 Hz for the low-
frequency distracter distribution and 5400 Hz for the high-
frequency distracter. Thus, the lower distracter was now well
above the former target region. Three of the four listeners
~L1–L3! participated; all other aspects of the stimuli and
procedure remained the same.

Performance (d8) for the ‘‘high-target’’ conditions for
the three listeners and mean across listeners are presented in
Fig. 11 ~closed symbols! for the baseline and two distracter
conditions. The open symbols, replotted from Fig. 2, indicate
corresponding performance with the 2100-Hz target region.
For the no-distracter condition, performance was either simi-
lar ~L1 and L2! or degraded~L3! for the high-target condi-
tions. For the random-frequency distracters, performance re-
mained near chance. For the fixed-frequency distracters,
however, all listeners clearly had more difficulty with the
higher-frequency stimuli. This is particularly clear for L1 and
L2, because their performance did not change for the target-
alone conditions at higher frequencies. Weights were not
available for these fixed-frequency conditions, but listeners
reported that the lower-frequency distracter continued to be
the stimulus they believed made the task difficult. There is
support for these anecdotal comments in the weights for the

random-frequency distracters, which are shown in Fig. 12.
All three listeners had large positive weights for the lower-
frequency distracter, with nonsignificant weights for the tar-
get pair and the higher-frequency distracter. For L3, this was
a large increase in the weight for the lower-frequency dis-
tracter compared to the previous conditions with targets near
2000 Hz, so her pattern now matches that of the other listen-

FIG. 11. Performance for stimuli shifted to higher-frequency regions, with
target distributions at 3850 and 4000 Hz and distracter distributions at 2450
and 5400 Hz~solid circles!. The labels on the abscissa indicate conditions
with no-distracter~None!, fixed-frequency distracters~FixFrq!, and random-
frequency distracters~RanFrq!. Lines connecting points simply aid compari-
sons across conditions. Performance using lower-frequency stimuli is replot-
ted from Fig. 2.

FIG. 12. Frequency-based weights for the target-tone pair, and the low- and
high-frequency distracter tones for stimuli shifted to higher frequencies. The
weights correspond to overall performance in Fig. 11. Shaded areas indicate
weights not significantly different from 0.0 (p.0.01).
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ers. The weights suggest all listeners tended to select the
intervals in which the low-frequency distracter tone had the
higher frequency. Thus, shifting the stimuli to a higher fre-
quency region appeared to make the fixed-frequency distract-
ers more effective, but the random-frequency distracters re-
tained or increased their large effects, including the
dominance of the lower-frequency distracter.

VI. DISCUSSION

Overall, the results demonstrated that listeners have
great difficulty with a frequency-based SD task with distract-
ers that also vary in frequency. Performance that was near
ideal in the baseline conditions dropped to near chance for
conditions with one or two random-frequency distracter
tones. Moving the distracters farther away from the target
region did little to aid performance. Fixed-frequency tones or
noise bands in the same frequency regions as the random-
frequency distracters, however, produced much smaller or no
detrimental effects~with noise improving performance a
small amount for some listeners and conditions!. Thus, it was
not the presence of energyper se in particular frequency
regions that governed performance with the distracters, but
rather the frequency variability and bandwidth of the dis-
tracters. The large detrimental effects of the random-
frequency distracters are consistent with the results of studies
of informational masking, in which random-frequency
maskers with small numbers of components can greatly de-
grade the ability to detect a fixed-frequency signal~e.g.,
Kidd et al., 1994; Neff and Dethlefs, 1995; Oh and Lutfi,
1998!. Similar to the present results, these maskers can pro-
duce large decrements in performance despite masker com-
ponents falling in frequency regions remote from the signal
frequency. The SD-F task differs from informational-
masking tasks in several ways, most notably in the frequency
discrimination versus detection decision required of the lis-
teners and the introduction of frequency variability for both
target and distracter stimuli. To perform well on either task,
however, subjects must either perceptually separate target/
signal tones from the distracter/masker tones or discover
consistent perceptual cues associated with adding the target/
signal tones to the stimulus complex. The two tasks are also
similar in that frequency variability in the irrelevant tones
~maskers or distracters! apparently hinders the use of periph-
eral auditory frequency selectivity to distinguish relevant
from irrelevant stimuli. Further, reducing the degree of fre-
quency randomization for the irrelevant stimuli by fixing
masker or distracter frequencies across trials reduces the det-
rimental effect of the interfering stimuli. Although perfor-
mance can differ greatly across individuals for fixed-
frequency distracters/maskers, the effects are always much
smaller than the corresponding effect of random-frequency
distracters/maskers for a given listener.

With random-frequency distracters, a potentially impor-
tant and unexpected result was the apparent dominance of
the distracter tone below the target frequency, which was
observed in independent stimulus sets throughout the present
study. Perhaps the randomization of testing order within sets
of conditions and the participation of the same set of subjects
throughout accounts for some of the stability in weights over

time. Both the differential pattern of weights across stimulus
components and the effects of level manipulations of target
and distracters on overall performance, however, were so
robust and consistent across listeners that it will be important
to pursue the generality and source of this effect. Recall that
the distracter tones always flanked the target region in fre-
quency, with one above and one below. Performance is often
at or near chance for these conditions based ontarget-tone
judgments. The weights suggest that listeners were following
instructions to pick the interval with the higher-frequency
tone~s!, but often responded to the lower-frequency distracter
instead of the targets. Listeners’ descriptions of their percepts
also support the relative importance of the lower-frequency
distracter tone. For the random-frequency distracters, listen-
ers spontaneously asked whether the target stimuli had been
removed from the stimuli to confound them. All listeners
also reported variability in the percepts across trials, rather
like the visual ‘‘Necker cube’’ effect, as the target and dis-
tracter tones apparently vied for perceptual dominance. Lis-
teners reported that they could clearly ‘‘hear out’’ the target
tones in some trials, albeit with great effort, but then they
would ‘‘lose it’’ for large numbers of trials. With fixed-
frequency distracters, listeners reported that the lower-
frequency distracter tone still attracted their attention, but it
could be easily ignored after the first few trials. The authors,
who have extensive experience listening to these stimuli,
concur with these reports. Future research comparing re-
sponses of listeners to reports of the percept from trial to trial
might reveal whether measurable changes in performance are
associated with these changes in percepts.

Another important aspect of the present data is the rela-
tive insensitivity to the distance between the target and dis-
tracter frequency region. The most remote random-frequency
distracters degraded performance as much as those at the
closest distance, although target and random-frequency dis-
tracter distributions never overlapped. For noise-band dis-
tracters with bandwidths equal to the Gaussian distracter dis-
tributions, performance either remained the same as baseline
or improved with increasing distance from the target region.
The effects, however, were not large. For fixed-frequency
distracters, some listeners showed changes in performance
with distance, but these changes were not consistent across
listeners. For example, L3’s performance was poorest for the
0.6-kHz distance, whereas L1’s performance was the best for
that condition~see Fig. 2!. The relative distance between
target and distracters seemed of little consequence for
random-frequency distracters, which supports interpretation
of the data as reflecting nonperipheral processes such as se-
lective attention.

The effect of level variation for the distracters and tar-
gets was not explored extensively. For the degree of variation
tested~18-dB range for the Gaussian distribution!, the fixed-
frequency distracters showed a fairly constant decrement in
performance for all conditions, and the magnitude of the dec-
rement was similar across listeners. Note that these manipu-
lations are not the same as a multidimensional SD task in
which both frequency and level variation are present and
used as the basis of listener judgments~e.g., Lutfi, 1990!.
Further, because listeners were instructed to judge the target-
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tone frequency variation, level variation never provided in-
formation for identifying the correct interval. More extensive
conditions are needed to clarify the role of level variation for
the fixed-frequency distracter. However, for random-
frequency distracters, the effect of varyingoverall level of
targets versus distracter tones was clear. Listeners were re-
markably insensitive to the relative level of the random-
frequency distracter tones. Our expectation was that the
smallest level change~of 10 dB! to both distracters would be
sufficient for listeners to perceptually differentiate targets
from distracters, particularly given that these level differ-
ences were fixed across the entire block of trials, and listen-
ers were fully informed of the difference in stimulus levels
before each condition was tested. The results, however,
showed that 30–50-dB differences were required to signifi-
cantly improve performance~e.g., Fig. 6!. Further, when the
relative level of each distracter was varied independently, the
results confirmed the earlier evidence from weights that the
low-frequency distracter was primarily responsible for the
poor performance. Weights for conditions in which the level
of each distracter was varied independently showed an ap-
parent trading relation in listeners’ strategies for responding
to target tones versus the lower-frequency distracter, with
little effect of the higher-frequency distracter. Shifting the
stimuli to a higher-frequency region did not diminish the
influence of the lower-frequency distracter. It is not clear
from the present conditions why the lower-frequency dis-
tracter tone had such a large effect. Consistent with much of
the earlier work with SD of frequency differences~e.g.,
Lutfi, 1990, 1992, 1994!, the distributions used here were
based in linear frequency scales. Thus, the distribution of
lower frequency distracter tones would be larger relative to
the width of the auditory filter than that of the targets or
higher-frequency distracter. Given the apparent insensitivity
of listeners to the distance of the frequency region from the
target, however, it seems unlikely that the change in fre-
quency variation for linear versus logarithmic scales will ac-
count for the effect. Similarly, loudness differences for low-
and high-frequency distracters cannot be an important factor,
given the continued interference of the low-frequency tone
even when presented at much lower levels than the other
stimuli.

As noted earlier, most studies that have examined inter-
actions of distracter and target frequency have used level
differences for complexes or brief sequences of fixed-
frequency tones~e.g., Dai and Berg, 1992; Doherty and
Lutfi, 1999; Lutfi, 1992, 1994; Stellmacket al., 1997; Will-
ihnganzet al., 1997!. The latter two studies are of particular
interest, in that weighting functions were obtained for chil-
dren and adults in SD of level differences with three-
component complexes~250, 1000, 4000 Hz!. Listeners were
instructed to focus on one component as the target~‘‘analyti-
cal’’ listening! or focus on all three as targets~‘‘synthetic’’
listening!. For synthetic listening conditions and stimuli with
equal mean levels for all components~Will-
ihnganzet al.!, the children had large individual differences
in weighting functions, with no clear dominance of any fre-
quency component. For adults, however, weights increased
~on average! with component frequency. For corresponding

analytical listening conditions~Stellmacket al.!, the children
had roughly equal weights for all three components. Adults,
in contrast, had the largest weights for the target. Weights for
both low- and high-frequency distracters were small and es-
sentially equal. In both studies, the weights predicted a sub-
stantial percentage of the listener’s responses even when per-
formance in terms of percent correct approached chance. In
our SD-F conditions, level-based weights showed no domi-
nance of any component~targets or distracters!. For
frequency-based weights, however, the low-frequency dis-
tracter was clearly more heavily weighted. In many condi-
tions with the random-frequency distracter, overall perfor-
mance was near chance, as defined by responses to the target
tones. The weights contributed valuable information, in that
they suggested this occurred because listeners were often re-
sponding to the lower-frequency distracter tone instead of the
targets.

Lutfi ~1992! included conditions in which SD-F was ex-
amined with distracter tones that also varied in frequency.
The ratio of target to distracter standard deviations was ma-
nipulated across conditions to test the effect of the relative
stimulus variability. The stimuli were ten-tone sequences in
which the sixth tone was the target. The center frequency of
the distracter distribution was at 2000 Hz, with the two target
distributions at various distances above and below that re-
gion. The frequency configuration of targets and distracter,
therefore, was quite different from the present study. Consis-
tent with the present results, however, overall performance
for equal-variance targets and distracters was very poor. The
relative variability of stimuli has been clearly established as
an important factor in studies of auditory selective attention,
as formalized by Lutfi in his CoRE~Component Relative
Entropy! model ~cf., Lutfi, 1993; Lutfi and Doherty, 1994!.
SD-F data from the present study suggest that factors other
than stimulus variance also have a strong influence on audi-
tory selective attention. Specifically, stimulus frequency ap-
pears to be important. Recent work by Alexander and Lutfi
~2003!, using procedures and stimuli very different from the
present study, provides further support for listening strategies
that emphasize frequencies below the target. They examined
informational masking with random-frequency maskers and
sinusoidal signals at 0.8, 2.0, or 5.0 kHz, with no compo-
nents near the signal frequency. Potential masker compo-
nents were spaced at 1/3-octave intervals from 522 to 8346
Hz. Masker uncertainty was produced by randomly and in-
dependently playing components at each frequency with a
probability of 0.5 or 1.0 on each trial. Informational mask-
ing, defined as the difference in performance between the
two probability conditions, increased with the number of
masker componentsbelow the signal frequency for both the
normal-hearing and hearing-impaired adult listeners. Both
groups also had similar weights, with masker frequencies
below the signal weighted more heavily. Further research is
needed to determine the generality of these frequency effects
in uncertain listening conditions and assess whether such ef-
fects reflect basic properties of auditory selective attention.
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The apparent immunity of high-frequency ‘‘transposed’’ stimuli
to low-frequency binaural interference
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Discrimination of interaural temporal disparities~ITDs! was measured with either conventional or
transposed ‘‘targets’’ centered at 4 kHz. The targets were presented either in the presence or absence
of a simultaneously gated diotic noise centered at 500 Hz, the interferer. As expected, the presence
of the low-frequency interferer resulted in substantially elevated threshold-ITDs for the
conventional high-frequency stimuli. In contrast, these interference effects were absent for ITDs
conveyed by the high-frequency transposed targets. The binaural interference effects observed with
the conventional high-frequency stimuli were well accounted for, quantitatively, by the model
described by Heller and Trahiotis@L. M. Heller and C. Trahiotis, J. Acoust. Soc. Am.99, 3632–3637
~1996!#. The lack of binaural interference effects observed with the high-frequency transposed
stimuli was not predicted by that model. It is suggested that transposed stimuli may be one of a class
of stimuli that do not foster an obligatory combination of binaural information between low- and
high-frequency regions. Under those conditions that do foster such an obligatory combination, one
could still consider models of binaural interference, such as the one described in Heller and
Trahiotis, to be valid descriptors of binaural processing. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1791892#

PACS numbers: 43.66.Pn, 43.66.Ba@AK # Pages: 3062–3069

I. INTRODUCTION

It has recently been shown that the processing of ongo-
ing interaural temporal disparities~ITDs! at high frequencies
can be enhanced by using ‘‘transposed stimuli’’ similar to
those first employed by van de Par and Kohlrausch~1997!.
The purpose of using transposed stimuli is to provide high-
frequency auditory channels with envelope-based informa-
tion that mimics waveform-based information normally
available in only low-frequency channels. Specifically, the
use of high-frequency transposed stimuli yielded both
smaller threshold-ITDs~Bernstein and Trahiotis, 2002! and
larger extents of laterality~Bernstein and Trahiotis, 2003!
than did the use of ‘‘conventional’’ high-frequency stimuli
such as narrow bands of Gaussian noise and sinusoidally
amplitude-modulated~SAM! tones. Furthermore, with sev-
eral of the high-frequency transposed stimuli, threshold-ITDs
were as small, and extents of laterality were as large, as those
measured with low-frequency pure tones and bands of noise
having low center-frequencies.

Such findings may be interpreted to mean that the high-
frequency channels of the auditory system are not, in and of
themselves, less sensitive to ITDs than are the low-frequency
channels. It occurred to us that transposed stimuli could be
useful in evaluating current accounts and/or explanations of
what has been termed ‘‘binaural interference.’’ In order to
understand why this is so, it is necessary to consider what is
generally known empirically about binaural interference and
the nature of the theoretical explanations that have been of-
fered to account for it.

Examples of binaural interference can be found in sev-
eral experiments demonstrating that sensitivity to ITDs con-
veyed by a ‘‘target’’ presented within one spectral region can

be degraded by the presence of a second, simultaneously
gated stimulus, the ‘‘interferer.’’ An important characteristic
of binaural interference is that the interferer occupies a spec-
tral region remote from that of the target~e.g., McFadden
and Pasanen, 1976; Davis, 1985; Zurek, 1985; Dye, 1990;
Trahiotis and Bernstein, 1990; Bernstein, 1991; Buell and
Hafter; 1991; Woods and Colburn, 1992; Buell and Trahiotis,
1993; Stellmack and Dye, 1993; Bernstein and Trahiotis,
1992a; 1995; Heller and Trahiotis, 1995!. Another important
characteristic of binaural interference is that it is asymmetric
in that low-frequency stimulation adversely affects the pro-
cessing of ITDs conveyed by high-frequency targets but
high-frequency stimulation does not adversely affect the pro-
cessing of ITDs conveyed by low-frequency targets.

The general theoretical framework used to account for
binaural interference was first described by Buell and Hafter
~1991! and incorporates a form of ‘‘non-optimal’’ processing
wherein binaural interference arises from an obligatory com-
bination of ITD-information conveyed by the target and the
interferer, respectively. According to this model, the ITD-
information conveyed within the target frequency channel
and within the interferer frequency channel receive differen-
tial weights. The weights for the target and interferer, respec-
tively, are inversely proportional to the magnitude of the
threshold-ITD measured when each is presented in isolation.
As a result, the stimulus having the lowest threshold-ITD, be
it target or interferer, contributes most to the decision.

Recently, Heller and Trahiotis~1996! showed that pre-
dictions of binaural interference measured in an ITD-
detection task could be markedly improved if the Buell and
Hafter ~1991! weights were augmented to include a factor
representing the relative slopes of functions relating extent of
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laterality to ITD for targets and interferers presented in iso-
lation. Based on Heller and Trahiotis’ model, one would pre-
dict that less binaural interference would be observed for
high-frequency transposed targets than for conventional
high-frequency stimuli. This is so because high-frequency
transposed stimuli, unlike their conventional high-frequency
counterparts, yield threshold-ITDs and extents of laterality
that are similar to those obtained with low-frequency stimuli.
Therefore, within the model, high-frequency transposed
stimuli would receive greater weightingvis-a-visthe weight-
ing applied to low-frequency interferers than would their
conventional high-frequency counterparts. The Buell and
Hafter ~1991! model would also predict less interference for
transposed targets but would do so based only on their rela-
tively smaller threshold-ITDs.

In light of these issues, the purposes of this investigation
were ~1! to measure and to compare binaural interference
effects obtained with either transposed or conventional high-
frequency targets in an ITD-discrimination task and~2! to
determine whether either of the quantitative models of bin-
aural interference discussed above could account for the
data. It will be seen that high-frequency transposed targets
appear to be ‘‘immune’’ to binaural interference from low-
frequency stimulation. In addition, it appears that neither of
the models can account for the lack of interference obtained
with transposed stimuli. The empirical and theoretical re-
sults, taken together, suggest that high-frequency transposed
stimuli are, in some sense, ‘‘special’’ in that they appear to
allow listeners effectively to disregard the presence of con-
current low-frequency stimulation and behave in a more
‘‘optimal’’ fashion.

II. EXPERIMENT 1

A. Stimuli

Five high-frequency stimuli served as targets:~1! a
4-kHz tone sinusoidally amplitude-modulated~SAM! at 128
Hz; ~2! a 200-Hz-wide band of Gaussian noise centered at 4
kHz; ~3! a 128-Hz tone transposed to 4 kHz;~4! a 50-Hz-
wide band of Gaussian noise centered at 128 Hz that was
transposed to 4 kHz;~5! a 100-Hz-wide band of Gaussian
noise centered at 128 Hz that was transposed to 4 kHz. The
transposed stimuli were generated in the manner described in
detail by Bernstein and Trahiotis~2002; 2003!. Briefly, the
time-domain representation of a low-frequency tone or a nar-
row band of low-frequency Gaussian noise was~linearly!
half-wave rectified by setting all negative values to zero.
Rectified waveforms were then transformed to the frequency
domain and the spectral components above 2 kHz were fil-
tered out by setting their magnitudes to zero~see pp. 1027–
1028 of Bernstein and Trahiotis, 2002 for a justification of
the choice of this type of rectification and filtering!. Rectified
and filtered waveforms were then transformed back to the
time domain and multiplied by a 4-kHz sinusoidal ‘‘carrier.’’
The product was a transposed stimulus having an envelope
whose time signature mimicked that of the rectified and fil-
tered low-frequency tone or low-frequency narrow band of
noise.

Examples of each type of high-frequency target are de-

picted in Fig. 1. The left-hand panels show randomly chosen
50-ms epochs of each type of target; the right-hand panels
show the~long-term! power spectrum of each target calcu-
lated over several tens of seconds. Beginning with the left-
hand panels, note that there are six or seven envelope
maxima for each type of target during the 50-ms epochs
depicted. This reflects the fact that, by construction, the ex-
pected number of envelope maxima per second for each type
of target is 128. For the SAM and transposed targets, this is
more or less intuitively appreciated given that the basic
waveforms that served as the ‘‘modulators’’ of the 4-kHz
carriers were, as indicated in the figure, all centered on 128
Hz. For the 200-Hz-wide Gaussian noise target, some expla-
nation seems in order. As shown by Rice~1954!, the ex-
pected number of envelope maxima per second for a Gauss-
ian noise is equal to 0.6411 times its bandwidth in Hz.
Therefore, the bandwidth of the Gaussian noise target was
chosen to be 200 Hz so that its rate of envelope fluctuation
would be approximately 128 Hz, thereby matching the rate
of envelope fluctuation of the other four types of targets.

There were three primary reasons for choosing a rate of
envelope fluctuation of 128 Hz. First, transposed stimuli hav-
ing a rate of envelope fluctuation of 128 Hz or so have been
shown to produce the greatest enhancements of ITD-
processing at high frequencies~e.g., van de Par and Kohl-
rausch, 1997; Bernstein and Trahiotis, 2002; 2003!. Second,
128 Hz is well within the range of rates of envelope fluctua-
tion that yield the smallest threshold-ITDs for conventional
high-frequency stimuli such as SAM tones, two-tone com-
plexes, and bands of Gaussian noise~see Henning, 1974;
McFadden and Pasanen, 1976; Nuetzel and Hafter, 1981;
Bernstein and Trahiotis, 1994!. Third, the choice of this rate
causes the vast majority of the energy to occur between 3750
Hz and 4250 Hz for all five types of targets~see right-hand
panels of Fig. 1!. This ensured that the energy within each
type of target would fall almost entirely within the approxi-
mately 500-Hz-wide auditory filter centered at 4 kHz~see
Moore, 1997!. This was deemed necessary to help maximize
the validity of comparisons of data obtained with the various
targets and, perhaps, to simplify interpretations of the results.
Also note that one of the two types of conventional targets
~the SAM tone! was deterministic and had a discrete spec-
trum while the other one~the band of Gaussian noise! was
stochastic and had a continuous spectrum. In somewhat par-
allel fashion, one of the transposed targets~the 128-Hz tone
transposed to 4 kHz! was deterministic and had a discrete
spectrum, while the other two transposed targets~the 50-Hz-
wide and 100-Hz-wide bands of noise centered at 128 Hz
which were each transposed to 4 kHz! were stochastic and
had continuous spectra. These differences notwithstanding,
the relative amounts of power within corresponding ‘‘side-
bands’’ composing each of the three types of transposed
stimuli was equal. For example, consider the sidebands cen-
tered on 3872 Hz. The level of that sideband within the spec-
trum of the target generated by transposing a 50-Hz-wide
noise ~fourth row! is 17 dB below the level of the corre-
sponding sideband in the spectrum of the target generated by
transposing a tone~third row!. That difference results from
the fact that the power of that sideband for the transposed
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noise is spread across a 50-Hz-wide band of frequencies,
rather than being concentrated at a single spectral frequency.
Consistent with this, the level of the 3872-Hz sideband
within the spectrum of the target generated by transposing a
100-Hz-wide noise~fifth row! is another 3 dB below the
level of the corresponding sideband in the spectrum of the

target generated by transposing a 50-Hz-wide band of noise.
These comparisons ignore the negligible additional power
contributed to the 3872-Hz sidebands that results from
‘‘overlap’’ with neighboring sidebands.

The stimulus that served as the interferer was a 400-Hz-
wide band of Gaussian noise centered at 500 Hz. Such a

FIG. 1. Left-hand panels: Randomly chosen 50-ms epochs of the five types of targets employed in the main experiment. Right-hand panels: The long-term
power spectra of each of the five types of targets.
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stimulus was found by Bernstein and Trahiotis~1995! to pro-
duce substantial amounts of binaural interference for the
resolution of ITDs conveyed by target bands of noise cen-
tered at 4 kHz. Thus, overall, the types of targets used in the
experiment were chosen to optimize sensitivity to ITD in
high-frequency channels while the interferer was chosen to
maximize the possibility of observing binaural interference
effects, should they occur.

All targets and interferers were generated digitally as
8192-point buffers using a sampling rate of 20 kHz~TDT
AP2!. Each stimulus used in the experiment was 300 ms long
including 20-ms cos2 rise-decay ramps and was extracted
from the appropriate longer buffer. The stimuli were low-
pass filtered at 8.5 kHz~TDT FLT2!, and each was presented
via Etymotic ER-2 insert earphones at a level matching 70
dB SPL as produced by TDH-39 earphones in a 6-cc
coupler.1 Interfering stimuli were presented diotically and
were gated on and off synchronously and identically with the
target stimuli.

B. Procedures

Threshold-ITDs were determined using a four-interval,
two-cue, two-alternative, temporal forced choice, adaptive
task. Each trial consisted of a warning interval~500 ms! and
four 300-ms observation intervals separated by 400 ms. Each
interval was marked visually by a computer monitor. Feed-
back was provided for approximately 400 ms after the lis-
tener responded. The stimuli in the first and fourth intervals
were diotic. The listener’s task was to detect the presence of
an ITD ~left-ear leading! that was presented with equala
priori probability in either the second or the third interval.
The remaining interval, like the first and fourth intervals,
contained diotic stimuli.

The starting phases of the components that composed
each stimulus~prior to the imposition of an ITD! were cho-
sen randomly for each observation interval within and across
trials. All of the conventional waveforms required for a given
trial were computed immediately prior to that trial. Because
of the time required to generate the high-frequency trans-
posed stimuli, it was necessary to calculate the transposed
waveforms prior to each adaptive run. Twenty independently
calculated tokens of the desired type of transposed stimulus
were stored and one of them was chosen randomly~with
replacement! for each of the four observation intervals defin-
ing a trial. Twenty tokens were employed so that the behav-
ioral data were not dependent upon the occurrence of any
particular stimulus. This set-size was considered to be suffi-
ciently large based on Siegel and Colburn’s~1989! findings
that only 10 independently generated tokens of noise yielded
essentially equivalent performance to that measured with
‘‘running’’ noise in a binaural discrimination task.

Ongoing ITDs were imposed by applying linear phase-
shifts to the representation of the signals in the frequency
domain and then gating the signals destined for the left and
right ears coincidentally, after transformation to the time do-
main. The ITD for a particular trial was determined adap-
tively in order to estimate 70.7% correct~Levitt, 1971!. The
initial step-size for the adaptive track corresponded to a fac-
tor of 1.584~equivalent to a 2-dB change of ITD, assuming
ITD to be a ‘‘10 log’’ quantity! and was reduced to a factor of
1.122~equivalent to a 0.5-dB change of ITD, assuming ITD
to be a ‘‘10 log’’ quantity! after two reversals. A run was
terminated after 12 reversals and threshold was defined as
the geometric mean of the ITD across the last 10 reversals.

Four normal-hearing adults served as listeners and three
consecutive estimates of threshold-ITD were first obtained

FIG. 2. Mean threshold-ITDs obtained
in the main experiment. The types of
target stimuli are indicated along the
abscissa. Unfilled bars indicate
threshold-ITDs for targets presented in
the absence of the interferer; filled
bars indicate threshold-ITDs obtained
in the presence of the interferer. The
cross-hatched bar at the left of the fig-
ure indicates the mean threshold-ITD
obtained when the 400-Hz-wide band
of noise centered at 500 Hz that served
as the interferer was presented in iso-
lation.
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from each listener for each of the stimuli presented in isola-
tion. Those stimuli were tested in random order. Then, three
more estimates were obtained after revisiting the same
stimulus conditions in reverse order. Estimates of threshold
for targets presented in the presence of the interferer were
obtained in the same manner after the estimates of threshold
were obtained with targets presented in isolation. The same
ordering of conditions was used for all listeners and all lis-
teners received substantial practice before formal collection
of data began. For each listener and stimulus condition, final
estimates of thresholds were calculated by averaging the in-
dividual thresholds obtained from the six adaptive runs.

C. Results and discussion

Figure 2 contains the means of the threshold-ITDs
~taken across the four listeners! obtained in each of the ex-
perimental conditions. The types of target stimuli are indi-
cated along the abscissa. Unfilled bars indicate threshold-
ITDs obtained without the interferer; filled bars indicate
threshold-ITDs in the presence of the interferer. The cross-
hatched bar at the far left of the figure indicates the mean
threshold-ITD obtained when the 400-Hz-wide band of noise
centered on 500 Hz that served as the interferer was pre-
sented in isolation. The error bars represent the standard er-
rors of each mean threshold-ITD.

Visual comparisons among the data reveal two important
trends. First, threshold-ITDs obtained with the high-
frequency transposed targets are, on the average, smaller
than those obtained with the conventional high-frequency
targets. This general outcome replicates our earlier findings
~Bernstein and Trahiotis, 2002!. Second, sensitivity to ITD
was degraded in the presence of the interferer for conven-
tional targets, but not for transposed targets. That is, it ap-
pears that high-frequency transposed targets are effectively
immune to binaural interference. This general outcome con-
firms the results of our preliminary or ‘‘pilot’’ studies~Bern-
stein and Trahiotis, 2001!.

The data in Fig. 2 were subjected to a three-factor~@con-
ventional vs transposed targets#3@no interference vs
interference#3@stochastic vs deterministic targets#!, within-
subjects analysis of variance. In order to perform a ‘‘bal-
anced’’ analysis of variance, the data obtained when the tar-
gets were either 50-Hz-wide or 100-Hz-wide bands of noise
centered at 125 Hz and transposed to 4 kHz were averaged,
respectively, within interference and no-interference
conditions.2 The error terms for the main effects and for the
interactions were the interaction of the particular main effect
~or the particular interaction! with the subject ‘‘factor’’~Kep-
pel, 1973!. In addition to testing for significant effects, the
proportions of variance accounted for (v2) were determined
for each significant main effect and interaction~Hays, 1973!.

Consistent with visual inspection of the data, the main
effect of conventional vs transposed targets was highly sig-
nificant ~assuming a criterion ofa,0.05! @F(1,3)5137.80,
p50.001] and accounted for 35% of the variability of the
data. This reflects the fact that, on average, listeners were
more sensitive to ITDs conveyed by transposed targets as
compared to their conventional counterparts. The main effect
of interference vs no interference was also significant

@F(1,3)557.17, p50.005] and accounted for 6% of the
variability in the data. This reflects the fact that, on average,
threshold-ITDs were elevated in the presence of the inter-
ferer. More importantly, for our purposes, the interaction of
@conventional vs transposed targets#3@interference vs no in-
terference# conditions was also significant@F(1,3)533.31,
p50.01] and accounted for 4% of the variability. This out-
come reinforces the general conclusion stated above that
only the conventional targets, and not the transposed targets,
were subject to binaural interference.

The third main effect, deterministic vs stochastic targets,
was also significant@F(1,3)517.33, p50.025] and ac-
counted for 7% of the variability in the data. This reflects the
fact that, on average, threshold-ITDs obtained with the de-
terministic targets were smaller than those obtained with the
stochastic targets. It is also the case that the interaction of
@conventional vs transposed targets#3@deterministic vs sto-
chastic targets# was also significant@F(1,3)565.72, p
50.004], accounting for 11% of the variability. This reflects
the observation that threshold-ITDs for the transposed targets
were essentially identical whether the stimuli were determin-
istic or stochastic while threshold-ITDs measured with the
conventional SAM stimuli were smaller than those measured
with the narrow-band Gaussian noise. The latter outcome
replicates findings previously reported in an earlier, indepen-
dent investigation that also included those two particular
SAM and noise stimuli~Bernstein and Trahiotis, 1994!.

Finally, neither the interaction of@interference vs no
interference#3@deterministic vs stochastic targets#, nor the
triple interaction among all three factors reached statistical
significance~for both types of interactions,p.0.25). This
means that the double interactions found to be statistically
significant do not have to be qualified by reference to levels
of a third factor. In total, the within-subjects main effects and
interactions accounted for 62% of the total variance in the
data. Said differently, the properties of the stimuli accounted
for the majority of the total variability in the data. Consider-
ing that only four listeners participated in the study, the large
amount of variability accounted for attests to the robustness
of the changes in threshold-ITD brought about by the spe-
cific properties of the stimuli.

III. TESTING THE HELLER ÕTRAHIOTIS QUANTITATIVE
MODEL OF BINAURAL INTERFERENCE

In 1996, Heller and Trahiotis described an extension of
the Buell and Hafter~1991! ‘‘weighted combination’’ model
that was successful in accounting for binaural interference in
an experiment measuring threshold-ITDs. A fundamental un-
derlying assumption of that model and of the Buell and
Hafter model is that interference arises from an obligatory,
across-frequency-channel, combination of binaural cues.
That is, the processing of the targets and interferers is as-
sumed to be ‘‘non-optimal’’ in that low-frequency diotic in-
terferers, which convey no information useful for detecting
ITDs within high-frequency targets, are not ignored. Said
differently, the ITD value of zero conveyed by the low-
frequency interferer is included in the decision variable and
serves to ‘‘dilute’’ the value of the ITD conveyed by the
high-frequency target. As a result, in the presence of the
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low-frequency interferer, ITDs imposed on the high-
frequency target must be increased in order to reach thresh-
old.

The reader is referred to the appendix of Heller and
Trahiotis~1996! for a detailed explication of their model and
its relation to the model of Buell and Hafter~1991!. In what
follows, a brief summary of the material in that appendix is
presented so that the manner in which the predictions for this
study were derived can be understood.

In mathematical terms, the Heller and Trahiotis~1996!
model can be represented by

dt1 i8 5
aDxt1bDxi

Aa2s t
21b2s i

2
, ~1!

wheredt1 i8 represents the listener’s sensitivity to changes in
target-ITD in the presence of the interferer. The termDxt

represents the change in lateral position resulting from the
imposition of an ITD on the target when it is presented in
isolation. In parallel fashion,Dxi represents the change in
lateral position resulting from the imposition of an ITD on
the interferer, presented in isolation. Estimates of changes in
lateral position (Dxt and Dxi), as a function of ITD, are
obtained by using an acoustic pointing task to determine the
slope,s, of the linear portion~between values of ITD of 0
and 600ms! relating the IID of the pointer to the ITD of the
target or interferer when each is presented in isolation.
Within this rubric,

Dxt5stDITDt , ~2!

Dxi5siDITD i . ~3!

Note that the changes in lateral position, (Dxt andDxi) are
quantified by the IID of the pointer in dB.

Returning to Eq.~1!, the termss t ands i represent the
square-roots of the variances associated with the auditory
processing that results in changes in the lateral position of
the target and interferer, respectively. The valuess t and s i

are in units of dB. They are estimated by equatingDITDt and
DITD i in Eqs.~2! and ~3!, respectively, with the~threshold!
values of ITD required to yieldd851. When that is done

dt85stthreshITDt /s t51, ~4!

di85si threshITDi /s i51. ~5!

It follows that

s t5stthreshITDt , ~6!

s i5si threshITDi . ~7!

Within Eq. ~1!, the weightsa andb, applied to the target
and interferer ‘‘channels,’’ respectively, are taken to be in-
versely proportional tos t

2 ands i
2, respectively.

When the interferer is diotic and, therefore,DITD i50,
making appropriate substitutions and rearrangements among
the relations given above~see Heller and Trahiotis, 1996, p.
3637! yields an equation that can be used to make predic-
tions of target-threshold-ITDs in the presence of an inter-
ferer:

threshITDt1 i5threshITDtA11FstthreshITDt

si threshITDi
G2

. ~8!

Note that, as emphasized by Heller and Trahiotis~1996!,
the predicted threshold-ITDs under conditions of interfer-
ence are determined completely by quantities~i.e., threshold-
ITDs and slopes of lateralization! obtained when targets and
interferers are each presented in isolation. It is also the case
that setting the slopes,st and si to 1 in Eq. ~8!, yields the
formulation used by Buell and Hafter~1991! to predict inter-
ference effects. The fundamental difference between the two
models is that the Heller and Trahiotis model derives predic-
tions directly in terms of changes in laterality while the Buell
and Hafter model derives predictions directly in terms of
changes in stimulus-ITD.

In order to derive predictions of threshold-ITDs for tar-
gets presented simultaneously with the interferer in the cur-
rent experiment, an acoustic pointing task was used to deter-
mine the slope of the linear function relating the IID of the
pointer to values of ITD from 0 to 600ms for each of the five
types of target and for the interferer utilized in the main
experiment. The acoustic pointing task was the one em-
ployed successfully in several previous investigations.
Briefly, the listener was required to adjust the interaural in-
tensitive disparity~IID ! of a 200-Hz-wide noise centered at
500 Hz until its intracranial position matched that of the
stimulus that conveyed the ITD~see, Bernstein and Trahiotis,
1985, 2003; Heller and Trahiotis, 1996!.

Three of the four listeners who participated in the main
experiment were available to participate in the acoustic
pointing task. For each listener and type of stimulus~target
or interferer!, the slope relating the IID of the pointer to ITD
was computed via linear regression. Because those slopes
were highly similar across listeners, we computed the aver-
age slope, taken across the three listeners, separately for each
of the six stimuli ~five types of target and the interferer!.
Those mean slopes and the mean threshold-ITDs obtained in
the main experiment were entered into Eq.~8! to derive pre-
dictions of ITD-thresholds for each type of target in the pres-
ence of the interferer. For archival purposes, those slopes and
threshold-ITDs are provided in Table I.

Figure 3 contains the data obtained in the main experi-
ment replotted from Fig. 2 along with the predictions of
threshold-ITD in the presence of the interferer. The crosses
represent predictions obtained with the Buell and Hafter
~1991! model; the asterisks represent predictions obtained
with the Heller and Trahiotis~1996! model. Beginning with
the conventional targets, note that the predictions derived
with the Heller and Trahiotis model are very accurate, being
well within the standard error of the measurement of the data
themselves~see Fig. 2!. The Buell and Hafter model, how-
ever, overestimates the effects of interference. These two
general outcomes replicate the findings of Heller and Trahi-
otis.

In contrast, and of great import for the purposes of this
study, note thatboth models, which assume an obligatory,
non-optimal combination of information in the low- and
high-frequency channels, fail to predict the absence of inter-
ference effects that was found with the transposed stimuli.
Given the success of the Heller and Trahiotis~1996! model
in accounting for interference effects with conventional high-
frequency targets, its inability to account for data obtained
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with transposed stimuli does not appear to be attributable to
some kind of ‘‘experimental error’’ or shortcoming in the
experiment, per se. The model’s failure is consistent with the
notion that listeners were somehow able to ‘‘ignore’’ the non-
information-bearing diotic low-frequency interferer and base
their decisions solely on changes in ITDs conveyed by the
high-frequency transposed targets. At this time, it is unclear
to us what factor~s! render the transposed stimuli employed
in this experiment effectively immune to binaural interfer-
ence. Perhaps future experiments using a wide variety of
transposed and conventional targets and interferers will pro-
vide information concerning which stimulus conditions are
necessary for binaural interference effects to occur and help
clarify why binaural interference effects appear to be asym-
metric with respect to frequency. At this time it is not clear

whether such asymmetric binaural interference effects stem
from properties of the binaural system per se, or instead re-
flect ‘‘floor effects’’ resulting from the overall greater sensi-
tivity to ITDs conveyed by low-frequency conventional
stimuli, as compared to their conventional high-frequency
counterparts.

IV. SUMMARY AND CONCLUSIONS

Threshold-ITDs were measured with a variety of con-
ventional and transposed ‘‘targets’’ centered at 4 kHz. The
targets were presented either in the presence or absence of a
simultaneously gated diotic noise centered at 500 Hz, the
interferer. As expected, the presence of the low-frequency
interferer resulted in substantially elevated threshold-ITDs

TABLE I. Mean threshold-ITDs and mean lateralization slopes for the five types of targets and the interferer
when each was presented in isolation. The values were entered into Eq.~8! in order to derive predicted
threshold-ITDs for targets in the presence of the interferer.

Stimulus

Mean
Threshold-ITD

~ms!
Mean Lateralization

Slope~dB/ms!

Interferer
Noise ~CF: 500 Hz; Bw: 400 Hz! @Interferer# 41.2 0.038

Targets
Conventional

SAM ~CF: 4 kHz; MF: 128 Hz! 106.5 0.020
Noise ~CF: 4 kHz; BW: 200 Hz! 184.9 0.009

Transposed to 4 kHz
Tone ~128 Hz! 94.4 0.029
Noise ~CF: 128 Hz; BW: 50 Hz! 75.8 0.028
Noise ~CF: 128 Hz; BW: 100 Hz! 84.2 0.028

FIG. 3. Data replotted from Fig. 2 ac-
companied by predictions of
threshold-ITD for targets in the pres-
ence of the interferer. Crosses repre-
sent predictions obtained with the
Buell and Hafter~1991! model; aster-
isks represent predictions obtained
with the Heller and Trahiotis~1996!
model.
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for the conventional high-frequency stimuli. In contrast,
these interference effects were either greatly attenuated or
absent for ITDs conveyed by the high-frequency transposed
targets. The binaural interference effects observed with the
conventional high-frequency stimuli were well accounted
for, quantitatively, by the model described by Heller and Tra-
hiotis ~1996!. The lack of binaural interference effects ob-
served with the high-frequency transposed stimuli was not
predicted by that model. It is suggested that transposed
stimuli may be one of a class of stimuli that do not foster an
obligatory combination of binaural information between
low- and high-frequency regions. If this were the case, then
one could still consider models of binaural interference, such
as the one described in Heller and Trahiotis to be valid de-
scriptors of binaural processing under those conditions that
do foster such an obligatory combination.
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1Stimulus levels produced according to the calibration supplied with the
Etymotic ER-2 earphones sounded less loud than stimuli presented at nomi-
nally the same level via TDH-39 earphones, according to their calibration.
Dr. Mead Killion, of Etymotic Research, validated our listening experience
and agreed with us that the two respective methods of calibration would be
expected to produce levels of stimulation differing by about 10 dB. We
chose to ‘‘calibrate’’ the outputs of the Etymotic earphones to the nominal
levels produced by the TDH-39s so that listeners in this study would re-
ceive levels of stimulation directly comparable to those utilized by us and
others in prior psychophysical experiments employing TDH-39s. We veri-
fied that the levels from the Etymotic earphones were appropriate by pre-
senting a high-frequency, stimulus to one ear via an Etymotic ER-2 ear-
phone and simultaneously to the other ear via a TDH-39 earphone. We then
adjusted the relative levels between the two ears to produce a ‘‘centered’’
intracranial image, as is produced by diotic stimuli in normal-hearing lis-
teners. In order to produce a centered image, it was necessary to impose a
10-dB larger voltage on the Etymotic ER-2 than would be expected on the
basis of its calibration. Incidentally, the same type of ear-to-ear comparison
allows one to compare and to cross-calibrate any earphone to any other one,
notwithstanding local variations in the frequency response of the ear-
phones.

2This was determined to be justified on two separate grounds. First, as the
data in Fig. 2 show, threshold-ITDs obtained with those two targets were
virtually identical within interference and no-interference conditions. Sec-
ond, two additional, separate, analyses of variance were performed while
including only the data obtained with the 50-Hz-wide noise or only the
100-Hz-wide noise~rather than their mean!. All three sets of analyses of
variance resulted in the same factors and interactions either reaching or
failing to reach statistical significance. Therefore, our averaging of the data
across those two targets neither distorted nor compromised the meaning
~and meaningfulness! of the statistical analysis.
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Cats exhibit the Franssen Effect illusion
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The Franssen Effect~FE! is a striking auditory illusion previously demonstrated only in humans. To
elicit the FE, subjects are presented with two spatially-separated sounds; one a transient tone with
an abrupt onset and immediate ramped offset and the other a sustained tone of the same frequency
with a ramped onset which remains on for several hundred ms. The FE illusion occurs when
listeners localize the tones at the location of the transient signal, even though that sound has ended
and the sustained one is still present. The FE illusion occurs most readily in reverberant
environments and with pure tones of;1 – 2.5 kHz in humans, conditions where sound localization
is difficult in humans. Here, we demonstrate this illusion in domestic cats using, for the first time,
localization procedures. Previous studies in humans employed discrimination procedures, making it
difficult to link the FE to sound localization mechanisms. The frequencies for eliciting the FE in cats
were higher than in humans, corresponding to frequencies where cats have difficulty localizing pure
tones. These findings strengthen the hypothesis that difficulty in accurately localizing sounds is the
basis for the FE. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1810136#

PACS numbers: 43.66.Qp, 43.66.Gf, 43.80.Lb@AK # Pages: 3070–3074

I. INTRODUCTION

Experiments on the localization of acoustic stimuli have
revealed a number of important features of sounds that in-
crease localization accuracy, including broad bandwidths
~Butler, 1986!, rapid onsets~Rakerd and Hartmann, 1986!,
and anechoic environments~Hartmann, 1983!. The Franssen
Effect ~FE! is an auditory illusion that emerges when listen-
ing conditions are less than ideal, and may be related to the
well-studied precedence effect~Wallach et al., 1949!. The
FE can be demonstrated by turning on a transient tone to one
speaker with a sudden onset and slowly decaying offset
while simultaneously turning on a second long-duration tone
with a slowly rising onset to another speaker at a different
location. In the FE, listeners are unable to discriminate these
paired tones, located on either side of the listener’s midline,
from a single sustained tone with an abrupt onset presented
from the location where the transient signal was presented
~Franssen, 1962!. The subjects apparently perceive the
Franssen stimuli as only one fused stimulus coming from the
location of the transient tone even though that tone is no
longer physically present. The illusion occurs only for nar-
rowband sounds~Yost et al., 1997! in reverberant environ-
ments~Hartmann and Rakerd, 1989!, but for sounds lasting
indefinitely ~Berkley, 1983!.

The FE is thought to occur because listeners have diffi-
culty localizing tones with no transient onset information
~i.e., the sustained tone! in reverberant rooms, and because
the signals are within a frequency range (;1.5– 3.0 kHz)
where neither the interaural time or level difference cue is
adequate for accurate localization~Hartmann and Rakerd,
1989; Stevens and Newman, 1936; Yostet al., 1997!. Listen-
ers can localize the transient with its sudden onset, while

localization of the later steady-state sound poses more diffi-
culty, especially in reverberant environments. In one hypoth-
esis for the FE, when reflections are present they tend to
corrupt localization cues from the sustained tone, resulting in
cues that are ‘‘implausible’’ because they do not correspond
to the frequency-specific interaural cues experienced natu-
rally ~Hartmann and Rakerd, 1989!. Accurate localization is
nearly impossible in this condition, particularly for frequen-
cies where the cues are not reliable. Listeners apparently
resolve this implausible situation by continuing to locate the
sustained tone at the location of the transient.

The FE has never been demonstrated in any nonhuman
animal, and human experiments have employed discrimina-
tion procedures rather than sound localization tasks. Hence,
one of the hypothesized bases for the FE~negative relation-
ship between absolute sound localization accuracy and the
FE! has not been tested directly. The correlation between the
frequency dependency of the FE and localization would be
strengthened if similar effects were found in another species
whose localization abilities differ from humans. We therefore
tested cats, whose localization deficit occurs at a higher fre-
quency than in humans. As in humans, localization in cats is
good at low and high frequencies, but gradually worsens to
the poorest performance at around 4 kHz instead of 1.5 kHz
~Casseday and Neff, 1973; Martin and Webster, 1987; Popu-
lin and Yin, 1998!. If the frequencies where the FE is effec-
tive are due to the inability to localize sounds, then the fre-
quencies where the FE illusion succeeds in cats should be
found at higher frequencies than in humans.

II. METHODS

A. Subjects and materials

Three adult female cats were outfitted with head holders,
eye coils, and coil connectors~Populin and Yin, 1998!. All

a!Electronic mail: mdent@buffalo.edu. Current address: Department of Psy-
chology, 361 Park Hall, University at Buffalo-SUNY, Buffalo, New
York 14260.
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procedures were approved by the University of Wisconsin
Animal Care and Use Committee and complied with NIH
guidelines for animal use.

During experimental sessions, cats were placed in the
center of a dark sound-attenuating chamber whose walls and
major pieces of equipment were covered with sound-
absorbent foam~10.2 cm Sonex; Illbruck Co.!. The cats were
placed in a restraint bag with their heads free and faced a
bank of 15 frequency-response matched loudspeakers~Morel
Acoustics, Model MDT20!. For this experiment, only two of
the speakers at630° azimuth (0° elevation! were used to
test for the FE though the other speakers were used for train-
ing and standard trials. The speakers were arranged horizon-
tally and vertically along arcs 90 cm from the center of the
head ranging from680°. Speakers were hidden from view
by a black translucent cloth. A 2.0-mm-diameter red LED
was suspended over the center of each speaker. The gaze
position~i.e., the position of the eyes in space resulting from
combined head movement and eye saccades! was recorded
using the scleral search coil technique.

Cats were tested under these echo-reduced conditions as
well as under echoic conditions where the walls, ceilings,
and floors of the testing booth were lined with heavy-duty
plastic panels. The inner dimensions of the acoustic chamber
were 2.232.532.5 m. We used the method described by
Yost et al. ~1997! to demonstrate that these two conditions
differed in their reverberation characteristics. For each room
condition, the response to 50 presentations of a 100-ms click
was obtained, averaged, and then bandpass filtered between
500–12000 Hz. The microphone was placed where the cen-
ter of the cat’s head was during the experiments and the
speaker was placed at(0°,0°). The rms level of the averaged
response for the first 5 ms of the recording, which contains
the direct signal from the source~the acoustic delay from the
speaker to the microphone was not included in the 5-ms
window! was compared to the rms level of the recording for

the next 25 ms, which contains the acoustic reflections. Fol-
lowing Yostet al. ~1997!, we took the 20 log10 of the ratio of
these two levels to determine how much lower the reflections
were compared to the initial click. For the echo-reduced
chamber, the last 25 ms was down 24.9 dB from the initial 5
ms, and for the echoic condition the ratio was lowered by
only 18.4 dB. Hence there was a 6.5 dB difference in room
conditions, which was smaller than the 13.2 dB difference
obtained in the Yostet al. ~1997! study. The differences be-
tween our echoic and echo-reduced rooms were also evident
in the magnitude spectrum of the averaged click recordings.
The additional reflections in our echoic room would be ex-
pected to introduce prominent peaks and valleys into the
spectrum due to comb-filtering effects. To quantify this, we
computed the standard deviation of the spectrum~from 500–
12000 Hz!, which was 7.8 dB for the echo-reduced room and
increased to 10.3 dB for the echoic room. In summary, our
treatment of the echo-reduced room with plastic panels
changed the characteristics of the listening condition at the
position of the cat’s head, albeit not as much as that de-
scribed by Yostet al. ~1997!.

B. Stimuli and procedures

On each day of testing, the cats were presented with a
wide range of different auditory and visual stimuli from all
possible locations. Schematics of the stimuli of interest for
these experiments are depicted in Fig. 1. The stimuli were
either broadband noises or pure tones from 250 to 9000 Hz
and were presented from either130° or 230° on the hori-
zontal plane. The single source~SS! stimuli had a total du-
ration of 500 ms, which was comprised of an immediate
onset, a 400-ms sustained portion, and a 100-ms linear ramp
offset. The FE stimuli consisted of two signals presented
simultaneously, one to the230° and one to the130° loca-
tions, or vice versa. The transient signal had an immediate

FIG. 1. Schematics of FE and SS stimulus conditions.
Cats were required to fixate on an LED until its offset,
after which a gaze shift was required to either a SS
stimulus presented to one location (630°) or the paired
Franssen stimuli presented to both locations. In the
Franssen condition, a transient tone burst with an im-
mediate offset ramp is presented to one side while the
same tone is presented simultaneously to the other side
with a slow onset ramp~50 ms! and long sustained
duration. The stimuli began 100 ms before the fixation
LED was terminated so that the cue to make a saccade
came only after the stimuli had been on for 100 ms and
the transient stimulus was already OFF for 50 ms.
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onset, followed by a 50-ms linear ramp offset, for a total
duration of 50 ms. The sustained signal had a 50-ms linear
ramp onset, a 350-ms sustained portion, and a 100-ms linear
ramp offset, for a total duration of 500 ms. The stimuli were
presented such that the maximum amplitudes of their enve-
lopes were the same as the maximum amplitude of the cor-
responding sustained stimulus that produced a level of 60 dB
SPL. The stimuli were roved by610 dB across trials.

The cats were trained using operant conditioning to in-
dicate via gaze shifts the apparent two-dimensional location
of various auditory and visual targets. During testing, FE
trials were interspersed within experimental sessions of stan-
dard trials at a 10–15% rate. A delayed saccade paradigm
was used to measure responses to these stimuli~as well as
for the SS stimuli!. Here, the cats fixate~within 64°) a LED
at the midline (0°,0°) for a variable time period
(;1000 ms) and then make gaze shifts to the sound source
upon termination of the LED. In these trials, the acoustic
stimuli began 100 ms before termination of the LED, but cats
were required to maintain fixation until the LED was gated
off. The delayed saccade task was purposely used so that, for
the FE stimuli, the transient signal had been terminated for
50 ms while the sustained signal remained on when the trig-
ger ~LED offset! was given to make the saccade. When the
FE is experienced, the cats will look towards the location of
the transient and not towards the location of the ongoing
sustained sound. If the FE is not operating, the cats will look
towards the sustained sound’s location because at the time of
LED offset it is the only sound on.

Responses to the SS stimuli were required to be within
an electronic acceptance window centered on the target
(68 to 15°) for;750 ms for a food reward of a puree of cat
food. The reward contingency for the FE stimuli differed
from our usual criteria; since these stimuli are illusory and
have no ‘‘correct’’ response, the cats were rewarded on all
trials in which they attempted this task.

C. Data analysis

The dependent variable in these experiments was the
final two-dimensional gaze position after the gaze shift to the
apparent location of the acoustic target. We used a velocity
criterion ~Populin and Yin, 1998! to determine when the eye

movements began and ended by determining the time when
the magnitude of the velocity of the eye movement exceeded
2 SD of the mean velocity computed during the fixation of
the initial LED. All trials were used in the analysis of the
data even if the cat had not been rewarded, ensuring that the
accuracy of the responses reported here was not confounded
by the size of the acceptance window. Each data point for
each cat in the SS conditions was based on at least 40 trials
while data points in the FE conditions were based on at least
20 trials. Horizontal errors in localizing the stimuli were re-
ported as a function of stimulus frequency. Errors were com-
puted separately for each trial as the difference in degrees
between the actual stimulus source and the final eye position
of the cat. For the FE stimuli, the trials in which the cats
made gaze shifts greater than 5° away from the midline to-
wards the side of the transient signal location were consid-
ered to exhibit the FE.

III. RESULTS

Three domestic cats were trained on a delayed saccade
task using operant conditioning procedures with a food re-
ward to make gaze shifts to either a stimulus presented from
a single source location~SS! or from pairs of locations~FE!,
schematics of which are shown in Fig. 1. For the FE trials,
the fixation LED was on during the transient signal and re-
mained on for at least 50 ms after it was turned off. When the
LED turned off ~the signal to make the gaze shift to the
target!, the sustained signal continued. The mean saccade
latency was 230 ms (S.D.597 ms) for the FE stimuli so that
by the time of the gaze shift, the transient signal had been off
for 280 ms, on average. In this experiment, a gaze shift to the
transient signal location during presentation of the FE stimuli
is indicative that the FE was elicited. That is, the cats were
looking towards an illusory signal location after that signal
had been turned off for almost 300 ms despite the presence
of the sustained signal at the other speaker.

Mean results from three cats are shown in Fig. 2. Errors
for localizing the SS stimuli~A! were low (5 – 10°) for
broadband noises and pure tones from 0.25 to 1.5 kHz. For
tone frequencies of 2.5 to 9 kHz errors were much higher
(15– 20°). These results are similar to previous studies on
the localization of pure tones by cats~Casseday and Neff,

FIG. 2. Mean horizontal error in local-
izing SS stimuli as a function of
stimulus frequency~a! and mean per-
cent saccades to transient stimulus lo-
cation during Franssen stimuli~b! as a
function of stimulus frequency for
three cats. For both graphs, echo-
reduced conditions are the white bars
and echoic conditions are the black
bars. Data are averaged across the left
and right stimulus conditions. Error
bars represent between-subject stan-
dard errors.
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1973; Martin and Webster, 1987; Populin and Yin, 1998!. In
Fig. 2~b!, the incidence of the FE illusion is depicted as the
percent of responses towards the transients. When the stimuli
were broadband noises, the cats rarely (,5% of all trials!
made saccades to the transient, choosing to almost exclu-
sively look towards the sustained sound. When the stimuli
were pure tones ranging from 0.25 to 1.5 kHz, the cats
looked at the transient on a higher proportion (;25%) of
trials, and in the remainder of the trials looked towards the
sustained sound. At higher frequencies, the cats very often
(.50%) looked towards the transient signal location rather
than to the sustained sound. Both the localization of SS
stimuli and the occurrence of the FE illusion were equally
prevalent in the echo-reduced and echoic conditions. These
results suggest that for pure tones, especially at higher fre-
quencies, the cats are experiencing a phantom sound located
at the transient signal’s location even though that sound had
been extinguished for some time, similar to the FE illusion
found in humans.

To test the hypothesis that the FE is experienced most
readily for stimuli that are difficult to localize on their own,
Fig. 3 shows the percentage of trials where the FE was elic-
ited against the mean error in localizing SS stimuli across all
frequencies. Supporting this hypothesis, for all cat correla-
tions @r -values ranged from10.76 to 10.93 across cats,
mean echo-reduced~ER! r 50.79, mean echoic~E! r
50.75] and slopes~mean ER52.72; mean E52.99) were
high. Thus, the correlation between sound localization diffi-
culty and the incidence of the FE illusion is high for cats, in
agreement with the data from humans~Yost et al., 1997!.
Furthermore, consistent with expectations, the FE in cats was
not elicited at the same frequencies as in humans, but rather
was more pronounced at higher frequencies where SS local-
ization is difficult for cats.

Since we used localization procedures, we also calcu-
lated mean errors for localizing FE stimuli when the cats
indicated the transient or sustained FE stimuli~Fig. 4!. Lo-
calization errors for the transients were high for broadband
noise and slightly higher for low-frequency pure tones than
for high-frequency tones. Errors were fairly constant for the
sustained signals across all frequencies, increasing slightly at
higher frequencies, mirroring the same trend for SS trials
~Fig. 2!. Thus, at the lowest frequencies where the FE is
operating on only a small percentage of the trials, the illusion
is not only not as prevalent, but it is also not as robust since
the cats are not looking accurately at the transient’s location.

IV. DISCUSSION

These experiments demonstrate, for the first time, that a
nonhuman animal experiences the auditory Franssen Effect
illusion. Although there is always some uncertainty in deter-
mining whether an animal is experiencing an illusion such as
the FE in the same way a human does, our methodology of
first training cats to look to the apparent locations of simple
stimuli that can be accurately localized~e.g., broadband
noise! for a food reward and then interspersing, on a small
percentage of trials, stimuli expected to elicit the illusion
~and for which we do not define a ‘‘correct’’ response! is one
way to determine objectively how cats perceive complex il-
lusory stimuli. We have also used this technique successfully
to demonstrate that cats experience the precedence effect
~Populin and Yin, 1998; Tollin and Yin, 2003!.

In our experiments, cats localize FE stimuli towards the
location of the transient, ignoring the much longer steady-
state sound, predominantly at high frequencies. The fact that
this happens at the high frequencies where cats have trouble
localizing single source stimuli and not at low frequencies or
with broadband noise stimuli, which cats localize more ac-
curately, supports the hypothesis that cats experience this

FIG. 3. Percent of trials where the FE is elicited as a function of error in
localizing SS stimuli across all frequencies tested. Data are shown sepa-
rately for each cat~symbol type! and room condition (E5echoic, black
symbols; ER5echo-reduced, white symbols!. Mean regression lines are
also shown for all three cats in the ER~dashed line! and E conditions~solid
line!.

FIG. 4. The mean horizontal error in localizing the transient~white bars!
and sustained~black bars! FE stimuli as a function of stimulus frequency for
three cats. Data are averaged across the left and right stimulus conditions
and across the echo-reduced and echoic room conditions. Error bars repre-
sent between-subject standard errors.
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auditory illusion. An alternative explanation for the findings,
that the cats simply look towards the first stimulus~i.e., the
transient!, is not supported by our data since there were
many stimulus conditions where the cats almost never
looked towards the transient~e.g., broadband noise!.

Although our localization methodology differed signifi-
cantly from the discrimination methods used in previous
studies of the FE in humans, the correlations between poor
sound localization ability for SS tones and the incidence of
the FE were quite similar across species. There were differ-
ences, however, in the prevalence of the FE between cats and
humans. In Yostet al. ~1997!, when humans were asked to
discriminate the paired FE signals from the SS signal at the
transient’s location, the FE was evoked on;2% of trials for
broadband noises, similar to the cats. However, the FE
reached a maximum of only;35% of trials for 1.5 kHz
tones. Our cats showed a more pervasive FE, indicating the
auditory image at the transient’s location in 44–78% of all
trials for all frequencies above 2.5 kHz. This difference is
likely seen because the cats were actively localizing the
sounds while the human observers only had to discriminate a
difference between SS and FE stimuli, a difference which
need not be based on apparent location. Until similar local-
ization experiments are completed on humans, a direct com-
parison of the prevalence of the FE in cats and humans can-
not be made.

Another difference between our results and those from
humans was that we found little dependence on room condi-
tions. The cats exhibited errors in localizing SS stimuli and
also showed the FE equally under echo-reduced and echoic
room conditions~see regression lines in Fig. 3!. This differ-
ence might be due to either excessive acoustic reflections
from the equipment necessary to conduct these experiments
under our echo-reduced conditions, or from the less-
reflective echoic conditions presented to our cats compared
to the humans. Our acoustic measurements of the testing
chamber under echoic and echo-reduced conditions suggest
the latter explanation, but since the previous experiments on
the FE illusion in humans used discrimination rather than
localization procedures, we do not know whether the higher
incidence and independence of the acoustic environment of
the FE in cats are due to species differences or differences in
methodology.

The FE is thought to be related to the precedence effect
~PE!, another auditory illusion where the initial acoustic
stimulus location dominates over any later occurring stimu-
lus locations~Wallachet al., 1949!. Although the PE illusion
has been demonstrated in a number of animal species~Dent

and Dooling, 2003; Keller and Takahashi, 1996; Kelly, 1974;
Tollin and Yin, 2003!, this is the first demonstration of the
Franssen illusion in nonhumans and the first to show it using
a localization, rather than a discrimination, task. Mechanisms
for the PE, which occur for time periods,;100 ms, are
likely to be different from those involved in this illusion
because of the long-lasting nature of the suppression of the
directional information from the sustained stimulus, which
has been shown to last indefinitely in humans~Berkley,
1983!. Now that the illusion has been demonstrated in cats,
we can seek its underlying neural correlates.
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Source localization in complex listening situations: Selection
of binaural cues based on interaural coherence
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In everyday complex listening situations, sound emanating from several different sources arrives at
the ears of a listener both directly from the sources and as reflections from arbitrary directions. For
localization of the active sources, the auditory system needs to determine the direction of each
source, while ignoring the reflections and superposition effects of concurrently arriving sound. A
modeling mechanism with these desired properties is proposed. Interaural time difference~ITD! and
interaural level difference~ILD ! cues are only considered at time instants when only the direct
sound of a single source has non-negligible energy in the critical band and, thus, when the evoked
ITD and ILD represent the direction of that source. It is shown how to identify such time instants
as a function of the interaural coherence~IC!. The source directions suggested by the selected ITD
and ILD cues are shown to imply the results of a number of published psychophysical studies
related to source localization in the presence of distracters, as well as in precedence effect
conditions. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1791872#

PACS numbers: 43.66.Qp, 43.66.Pn, 43.66.Ba@AK # Pages: 3075–3089

I. INTRODUCTION

In most listening situations, the perceived directions of
auditory events coincide with the directions of the corre-
sponding physical sound sources. In everyday complex lis-
tening scenarios, sound from multiple sources, as well as
reflections from the surfaces of the physical surroundings,
arrive concurrently from different directions at the ears of a
listener. The auditory system does not only need to be able to
independently localize the concurrently active sources, but it
also needs to be able to suppress the effect of the reflections.
In this paper, a modeling mechanism is proposed to explain
both of these features. Before describing this modeling
mechanism in more detail, related psychophysical localiza-
tion experiments and psychoacoustic models are reviewed.

Localization accuracy in the presence of concurrent
sounds from different directions has been investigated by
several authors. A detailed review is given by Blauert~1997!.
The effect of independent distracters on the localization of a
target sound has been recently studied by Good and Gilkey
~1996!, Good et al. ~1997!, Lorenzi et al. ~1999!, Hawley
et al. ~1999!, Drullman and Bronkhorst~2000!, Langendijk
et al. ~2001!, Braasch and Hartung~2002!, and Braasch
~2002!. The results of these studies generally imply that the
localization of the target is either not affected or only slightly
degraded by introducing one or two simultaneous distracters
at the same overall level as the target. When the number of
distracters is increased or the target-to-distracter ratio~T/D!
is reduced, the localization performance begins to degrade.

However, for most configurations of a target and a single
distracter in the frontal horizontal plane, the accuracy stays
very good down to a target level only a few dB above the
threshold of detection~Good and Gilkey 1996, Goodet al.
1997, Lorenziet al. 1999!. An exception to these results is
the outcome of the experiment of Braasch~2002!, where two
incoherent noises with exactly the same envelope were most
of the time not individually localizable.

In order to understand the localization of a source in the
presence of reflections from different directions, the prece-
dence effect needs to be considered. Extensive reviews have
been given by Zurek~1987!, Blauert ~1997!, and Litovsky
et al. ~1999!. The operation of the precedence effect mani-
fests itself in a number of perceptual phenomena: fusion of
subsequent sound events into a single perceived entity, sup-
pression of directional discrimination of the later events, as
well as localization dominance by the first event. The direc-
tional perception of a pair of stimuli with an interstimulus
delay shorter than 1 ms is called summing localization. The
weight of the lagging stimulus reduces with increasing delay
up to approximately 1 ms, and for delays greater than that
the leading sound dominates the localization judgment, al-
though the lag might never be completely ignored. Echo
threshold refers to the delay where the fusion breaks apart.
Depending on stimulus properties and individual listeners,
thresholds between 2–50 ms have been reported in the lit-
erature~Litovsky et al., 1999!.

Localization accuracy within rooms has been studied by
Hartmann~1983!, Rakerd and Hartmann~1985, 1986!, and
Hartmann and Rakerd~1989! ~see also a review by Hart-
mann, 1997!. Overall, in these experiments the localization
performance was slightly degraded by the presence of reflec-
tions. Interestingly, using slow-onset sinusoidal tones and a
single reflecting surface, Rakerd and Hartmann~1985! found
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mail: cfaller@agere.com

b!Also at Laboratory of Acoustics and Audio Signal Processing, Helsinki
University of Technology.
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that the precedence effect sometimes failed completely. In a
follow-up study, the relative contribution of the direct sound
and the steady state interaural cues to the localization judg-
ment was found to depend on the onset rate of the tones
~Rakerd and Hartmann, 1986!. Nevertheless, absence of an
attack transient did not prevent the correct localization of a
broadband noise stimulus~Hartmann, 1983!. Giguère and
Abel ~1993! reported similar findings for noise with the
bandwidth reduced to one-third octave. Rise/decay time had
little effect on localization performance except for the lowest
center frequency~500 Hz!, while increasing the reverbera-
tion time decreased the localization accuracy. Braaschet al.
~2003! investigated the bandwidth dependence further, find-
ing that the precedence effect started to fail when the band-
width of noise centered at 500 Hz was reduced to 100 Hz.

The auditory system features a number of physical,
physiological, and psychological processing stages for ac-
complishing the task of source direction discrimination and
ultimately the formation of the auditory spatial image. The
structure of a generic model for spatial hearing is illustrated
in Fig. 1. There is little doubt about the first stages of the
auditory system, i.e., the physical and physiological func-
tioning of the outer, middle, and inner ear are known and
understood to a high degree. However, already the stage of
the binaural processor is less well known. Different models
have used different approaches to explain various aspects of
binaural perception. The majority of proposed localization
models are based on an analysis ofinteraural time difference
~ITD! cues using a coincidence structure~Jeffress, 1948!, or
a cross-correlation implementation that can be seen as a spe-
cial case of the coincidence structure. Evidence for cross-
correlation-like neural processing has also been found in
physiological studies~Yin and Chan, 1990!. However, such
excitation-excitation~EE! type cells are but one kind of neu-
ral units potentially useful for obtaining binaural information
~see, e.g., the introduction and references of Breebaartet al.,
2001!. With current knowledge, the interaction between the
binaural processor and higher level cognitive processes can
only be addressed through indirect psychophysical evidence.

For a single source in free field, sound from only one
direction arrives at the ears of a listener and thus causally

determines the ITD andinteraural level difference~ILD !
cues~Gaik, 1993!, which appear in the auditory system as a
result of reflections, diffraction, and resonance effects caused
by the head, torso, and the external ears of the listener. How-
ever, in complex listening situations, i.e., in the presence of
several sound sources and/or room reflections, it often occurs
that sound from several different directions concurrently
reaches the position of the listener. Furthermore, the super-
position of sound emanating from several directions results
in instantaneous ITD and ILD cues that most of the time do
not correspond to any of the source directions. Nevertheless,
humans have a remarkable ability to resolve such complex
composites of sound into separate localizable auditory events
at directions corresponding to the sound sources.

Few binaural models have specifically considered local-
ization in complex listening situations. To begin with,
Blauert and Cobben~1978! investigated a model with the
essential features of most current models, including a simu-
lation of the auditory periphery and cross-correlation analy-
sis. In a precedence effect experiment they concluded that
the correct cross-correlation peaks were available but the
model could not explain how to identify them. Later, Linde-
mann ~1986a! extended the model with contralateral and
temporal inhibition, combining the analysis of both ITD and
ILD cues within a single structure that was shown to be able
to simulate several precedence effect phenomena~Linde-
mann, 1986b!. The model of Lindemann was further ex-
tended by Gaik~1993! to take into account naturally occur-
ring combinations of ITD and ILD cues in free field. A
different phenomenological model, using localization inhibi-
tion controlled by an onset detector, was proposed by Zurek
~1987!, and developed into a cross-correlation implementa-
tion by Martin ~1997!. Hartung and Trahiotis~2001! were
able to simulate the precedence effect for pairs of clicks
without any inhibition, just taking into account the properties
of the peripheral hearing. However, this model was not able
to predict the localization of continuous narrow-band noises
in a comparison of several models by Braasch and Blauert
~2003!. The best results were achieved with a combined
analysis of ITD cues with the model of Lindemann~1986a!
and ILD cues using a modified excitation-inhibition~EI!
model ~Breebaartet al., 2001! extended with temporal inhi-
bition. For independent localization of concurrent sources
with nonsimultaneous onsets, Braasch~2002! has proposed a
cross-correlation difference model.

In this paper, we propose a single modeling mechanism
to explain various aspects of source localization in complex
listening situations. The basic approach is very straightfor-
ward: only ITD and ILD cues occurring at time instants
when they represent the direction of one of the sources are
selected, while other cues are ignored. It will be shown that
the interaural coherence~IC! can be used as an indicator for
these time instants. More specifically, by selecting ITD and
ILD cues coinciding with IC cues larger than a certain
threshold, one can in many cases obtain a subset of ITD and
ILD cues similar to the corresponding cues of each source
presented separately in free field. The proposed cue selection
method is implemented in the framework of a model that
considers a physically and physiologically motivated periph-

FIG. 1. A model of spatial hearing covering the physical, physiological, and
psychological aspects of the auditory system.
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eral stage, whereas the remaining parts are analytically mo-
tivated. Fairly standard binaural analysis is used to calculate
the instantaneous ITD, ILD, and IC cues. The presented
simulation results reflect psychophysical data from a number
of localization experiments cited earlier, involving indepen-
dent distracters and precedence effect conditions.

The paper is organized as follows. The binaural model,
including the proposed cue selection mechanism, is de-
scribed in Sec. II. The simulation results are presented in
Sec. III with a short discussion of each case related to similar
psychophysical studies. Section IV includes a general discus-
sion of the model and results, followed by conclusions in
Sec. V.

II. MODEL DESCRIPTION

The model can be divided into three parts: auditory pe-
riphery, binaural processor, and higher model stages. In this
section, each of the model stages is described in detail, fol-
lowed by a discussion of the features of the model.

A. Auditory periphery

Transduction of sound from a source to the ears of a
listener is realized by filtering the source signals either with
head-related transfer functions~HRTFs! or with measured
binaural room impulse responses~BRIRs!. HRTF filtering
simulates the direction dependent influence of the head and
outer ears on the ear input signals. BRIRs additionally in-
clude the effect of room reflections in an enclosed space. In
multisource scenarios, each source signal is first filtered with
a pair of HRTFs or BRIRs corresponding to the simulated
location of the source, and the resulting ear input signals are
summed before the next processing stage.

The effect of the middle ear is typically described as a
bandpass filter. However, since this paper is only considering
simulations at single critical bands, the frequency weighting
effect of the middle ear has been discarded in the model. The
frequency analysis of the basilar membrane is simulated by
passing the left and right ear signals through a gammatone
filterbank~Pattersonet al.1995!. Each resulting critical band
signal is processed using a model of neural transduction as
proposed by Bernsteinet al. ~1999!. The envelopes of the
signals are first compressed by raising them to the power of
0.23. The compressed signals are subjected to half-wave rec-
tification followed by squaring and a fourth order low-pass
filtering with a cutoff frequency of 425 Hz. The resulting
nerve firing densities at the corresponding left and right ear
critical bands are denotedx1 and x2 . These parts of the
model are implemented using the freely available Matlab
toolboxes from Slaney~1998! and Akeroyd~2001!.

Internal noise is introduced into the model in order to
describe the limited accuracy of the auditory system. For this
purpose independent Gaussian noise, filtered with the same
gammatone filters as the considered critical band signals, is
added to each critical band signal before applying the model
of neural transduction. The noise is statistically independent
for each critical band, as well as for the left and right ears.
For the critical band centered at 2 kHz, a sound pressure
level ~SPL! of 9.4 dB has been chosen according to Bree-
baart et al. ~2001! who fitted the level of the noise to de-

scribe detection performance near the threshold of hearing.
For other critical bands the level is scaled according to the
hearing threshold curves~ISO 389, 1975!. For the 500 Hz
band, an SPL of 14.2 dB is used.

B. Binaural processor

As mentioned in Sec. I, the present study does not make
a specific physiological assumption about the binaural pro-
cessor. The only assumption is that its output signals~e.g.,
binaural activity patterns! yield information which can be
used by the upper stages of the auditory system for discrimi-
nating ITD, ILD, and IC. Given this assumption, the pro-
posed model computes the ITD, ILD, and IC directly. Note
that here ITD, ILD, and IC are defined with respect to critical
band signals after applying the neural transduction.

The ITD and IC are estimated from the normalized
cross-correlation function. Givenx1 and x2 for a specific
center frequencyf c , at the index of each samplen, a running
normalized cross-correlation function is computed according
to

g~n,m!5
a12~n,m!

Aa11~n,m!a22~n,m!
, ~1!

where

a12~n,m!5ax1~n2max$m,0%!x2~n2max$2m,0%!

1~12a!a12~n21,m!,

a11~n,m!5ax1~n2max$m,0%!x1~n2max$m,0%!

1~12a!a11~n21,m!,

a22~n,m!5ax2~n2max$2m,0%!x2~n2max$2m,0%!

1~12a!a22~n21,m!,

and aP@0,1# determines the time constant of the exponen-
tially decaying estimation window

T5
1

a f s
, ~2!

where f s denotes the sampling frequency.g(n,m) is evalu-
ated over time lags in the range of@21,1# ms, i.e.,m/ f sP
@21,1# ms. The ITD~in samples! is estimated as the lag of
the maximum of the normalized cross-correlation function,

t~n!5arg max
m

g~n,m!. ~3!

Note that the time resolution of the computed ITD is limited
by the sampling interval.

The normalization of the cross-correlation function is
introduced in order to get an estimate of the IC, defined as
the maximum value of the instantaneous normalized cross-
correlation function,

c12~n!5max
m

g~n,m!. ~4!

This estimate describes the coherence of the left and right ear
input signals. In principle, it has a range of@0,1#, where 1
occurs for perfectly coherentx1 andx2 . However, due to the
DC offset of the halfwave rectified signals, the values ofc12
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are typically higher than 0 even for independent~nonzero! x1

andx2 . Thus, the effective range of the interaural coherence
c12 is compressed from@0,1# to @a,1# by the neural transduc-
tion. The compression is more pronounced~largera! at high
frequencies, where the low pass filtering of the half-wave
rectified critical band signals yields signal envelopes with a
higher DC offset than in the signal wave forms~Bernstein
and Trahiotis, 1996!.

The ILD is computed as

DL~n!510 log10S L2~n,t~n!!

L1~n,t~n!! D , ~5!

where

L1~n,m!5ax1
2~n2max$m,0%!1~12a!L1~n21,m!,

L2~n,m!5ax2
2~n2max$2m,0%!1~12a!L2~n21,m!.

Note that due to the envelope compression the resulting ILD
estimates will be smaller than the level differences between
the ear input signals. For coherent ear input signals with a
constant level difference, the estimated ILD~in dB! will be
0.23 times that of the physical signals.

The sum of the signal power ofx1 andx2 that contrib-
utes to the estimated ITD, ILD, and IC cues at time indexn
is

p~n!5L1~n,t~n!!1L2~n,t~n!!. ~6!

Choosing the time constantT is a difficult task. Studies
of binaural detection actually suggest that the auditory sys-
tem integrates binaural data using a double-sided window
with time constants of both sides in the order of 20–40 ms
~e.g., Kollmeier and Gilkey, 1990!. However, a double sided
window with this large time constant will not be able to
simulate the precedence effect, where the localization of a
lead sound should not be influenced by a lagging sound after
only a few milliseconds. The difference could be explained
by assuming that the auditory system responsible for binau-
ral detection further integrates the binaural data originally
derived with a better time resolution. In this paper we have
chosen to use a single-sided exponential time window with a
time constant of 10 ms, in accordance with the time constant
of the temporal inhibition of the model of Lindemann
~1986a!.

C. Higher model stages

A vast amount of information is available to the upper
stages of the auditory system through the signals from the
auditory periphery. The focus of this study lies only in the
analysis of the three interchannel properties between left and
right critical band signals that were defined in the preceding
section: ITD, ILD, and IC. It is assumed that at each time
instantn the information about the values of these three sig-
nal properties,$DL(n),t(n),c12(n)%, is available for further
processing in the upper stages of the auditory system.

Consider the simple case of a single source in free field.
Whenever there is sufficient signal power, the source direc-
tion determines the nearly constant ITD and ILD which ap-
pear between each left and right critical band signal with the
same center frequency. The~average! ITDs and ILDs occur-

ring in this scenario are denoted ‘‘free-field cues’’ in the fol-
lowing. The free-field cues of a source with an azimuthal
anglef are denotedtf andDLf . It is assumed that this kind
of a one source free-field scenario is the reference for the
auditory system. That is, in order for the auditory system to
perceive auditory events at the directions of the sources, it
must obtain ITD and/or ILD cues similar to the free-field
cues corresponding to each source that is being discrimi-
nated. The most straightforward way to achieve this is to
select the ITD and ILD cues at time instants when they are
similar to the free-field cues. In the following it is shown
how this can be done with the help of the IC.

When several independent sources are concurrently ac-
tive in free field, the resulting cue triplets
$DL(n),t(n),c12(n)% can be classified into two groups:~1!
Cues arising at time instants when only one of the sources
has power in that critical band. These cues are similar to the
free-field cues@direction is represented in$DL(n),t(n)%,
andc12(n)'1]. ~2! Cues arising when multiple sources have
non-negligible power in a critical band. In such a case, the
pair $DL(n),t(n)% does not represent the direction of any
single source, unless the superposition of the source signals
at the ears of the listener incidentally produces similar cues.
Furthermore, when the two sources are assumed to be inde-
pendent, the cues are fluctuating andc12(n),1. These con-
siderations motivate the following method for selecting ITD
and ILD cues. Given the set of all cue pairs,$DL(n),t(n)%,
only the subset of pairs is considered which occurs simulta-
neously with an IC larger than a certain threshold,c12(n)
.c0 . This subset is denoted

$DL~n!,t~n!uc12~n!.c0%. ~7!

The same cue selection method is applicable for deriv-
ing the direction of a source while suppressing the directions
of one or more reflections. When the ‘‘first wave front’’ ar-
rives at the ears of a listener, the evoked ITD and ILD cues
are similar to the free-field cues of the source, andc12(n)
'1. As soon as the first reflection from a different direction
arrives, the superposition of the source signal and the reflec-
tion results in cues that do not resemble the free-field cues of
either the source or the reflection. At the same time IC re-
duces toc12(n),1, since the direct sound and the reflection
superimpose as two signal pairs with different ITD and ILD.
Thus, IC can be used as an indicator for whether ITD and
ILD cues are similar to free-field cues of sources or not,
while ignoring cues related to reflections.

For a givenc0 there are several factors determining how
frequentlyc12(n).c0 . In addition to the number, strengths,
and directions of the sound sources and room reflections,
c12(n) depends on the specific source signals and on the
critical band being analyzed. In many cases, the larger thec0

the more similar the selected cues are to the free-field cues.
However, there is a strong motivation to choosec0 as small
as possible while still getting accurate enough ITD and/or
ILD cues, because this will lead to the cues being selected
more often, and consequently to a larger proportion of the
ear input signals contributing to the localization.

It is assumed that the auditory system adaptsc0 for each
specific listening situation, i.e., for each scenario with a con-
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stant number of active sources at specific locations in a con-
stant acoustical environment. Since the listening situations
do not usually change very quickly, it is assumed thatc0 is
adapted relatively slowly in time. In Sec. III B 1, it is also
argued that such an adaptive process may be related to the
buildup of the precedence effect. All simulations reported in
this paper consider only one specific listening situation at a
time. Therefore, for each simulation a single constantc0 is
used.

D. Discussion

The physiological feasibility of the cue selection de-
pends on the human sensitivity to changes in interaural cor-
relation. The topic has been investigated by Pollack and Trit-
tipoe~1959a, 1959b!, Gabriel and Colburn~1981!, Grantham
~1982!, Koehnkeet al. ~1986!, Jain et al. ~1991!, Culling
et al. ~2001!, and Boehnkeet al. ~2002!. These investiga-
tions agree in that the sensitivity is highest for changes from
full correlation, whereas the estimates of the corresponding
just noticeable differences~JNDs! have a very large variance.
For narrow band noise stimuli centered at 500 Hz, the re-
ported JNDs range from 0.0007~Jain et al., 1991, fringed
condition! to 0.13~Culling et al., 2001! for different listeners
and different stimulus conditions. The sensitivity has been
generally found to be lower at higher frequencies. However,
all the cited studies have measured sensitivity to correlation
of the ear input wave forms instead of correlation computed
after applying a model of neural transduction. As discussed
in Sec. II B, the model of Bernsteinet al. ~1999! reduces the
range of IC, indicating overall lower JNDs of IC as defined
in this paper. Furthermore, the model has been specifically
fitted to yield constant thresholds at different critical bands
when applied to prediction of binaural detection based on
changes in IC~Bernstein and Trahiotis, 1996!. With these
considerations it can be concluded that at least the JNDs
reported by Gabriel and Colburn~1981!, Koehnke et al.
~1986!, and Jainet al. ~1991! are within the range of preci-
sion needed for the simulations in Sec. III.

The auditory system may not actually use a hard IC
threshold for selecting or discarding binaural cues. Instead of
pure selection, similar processing could be implemented as
an IC based weighting of ITD and ILD cues with a slightly
smoother transition. However, the simple selection criterion
suffices to illustrate the potential of the proposed method, as
will be shown in Sec. III. Interestingly, van de Paret al.
~2001! have argued that the precision needed for normaliza-
tion of the cross-correlation function is so high that it is
unlikely that the auditory system is performing the normal-
ization per se. Since normalized cross correlation, neverthe-
less, describes the perception of IC well, it will be utilized in
this paper.

The cue selection can also be seen as a multiple looks
approach for localization. Multiple looks have been previ-
ously proposed to explain monaural detection and discrimi-
nation performance with increasing signal duration~Viemeis-
ter and Wakefield, 1991!. The idea is that the auditory system
has a short term memory of ‘‘looks’’ at the signal, which can
be accessed and processed selectively. In the case of local-
ization, the looks would consist of momentary ITD, ILD, and

IC cues. With an overview of a set of recent cues, ITDs and
ILDs corresponding to high IC values could be adaptively
selected.

III. SIMULATION RESULTS

As mentioned earlier, it is assumed that in order to per-
ceive an auditory event at a certain direction, the auditory
system needs to obtain cues similar to the free-field cues
corresponding to a source at that direction. In the following,
the proposed cue selection is applied to several stimuli that
have been used in previously published psychophysical stud-
ies. In all cases both the selected cues as well as all cues
prior to the selection are illustrated, and the implied direc-
tions are discussed in relation to the literature.

The effectiveness of the proposed cue selection is as-
sessed using a number of statistical measures. The biases of
the ITD and ILD cues with respect to the free-field cuestf

andDLf are defined as

bt5uE$t~n!%2tfu,
~8!

bDL5uE$DL~n!%2DLfu,

respectively, and the corresponding standard deviations are
given by

st5AE$~t~n!2E$t~n!%!2%,
~9!

sDL5AE$~DL~n!2E$DL~n!%!2%.

The biases and standard deviations are computed considering
only the selected cues@Eq. ~7!#. When there is more than one
source to be discriminated, these measures are estimated
separately for each source by grouping the selected cues at
each time instant with the source known to have free-field
cues closest to their current values.

For many cases, the larger the cue selection threshold
c0 , the smaller the bias and standard deviation. The choice
of c0 is a compromise between the similarity of the selected
cues to the free-field cues and the proportion of the ear input
signals contributing to the resulting localization. The propor-
tion of the signals contributing to the localization is charac-
terized with the fraction of power represented by the selected
parts of the signals, given by

p05
E$p~n!w~n!%

E$p~n!%
, ~10!

wherep(n) is defined in Eq.~6! and the weighting function
w(n) is

w~n!5H 1, if c12~n!.c0 ,

0, otherwise.
~11!

In this paper, the cue selection is only considered inde-
pendently at single critical bands. Except for different values
of c0 , the typical behavior appears to be fairly similar at
critical bands with different center frequencies. For most
simulations, we have chosen to use the critical bands cen-
tered at 500 Hz and/or 2 kHz. At 500 Hz the binaural pro-
cessor operates on the input wave forms, whereas at 2 kHz
the model of auditory periphery extracts the envelopes of the
input signals and feeds them to the binaural processor. Where
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appropriate, results for other critical bands are also shown or
briefly discussed. However, considering the way the auditory
system eventually combines information from different criti-
cal bands is beyond the scope of this paper. As mentioned
earlier, the simulations are carried out with a single constant
cue selection thresholdc0 for each case. It is assumed that
the auditory system has already adaptedc0 to be effective for
the specific listening situation. Unless otherwise noted, the
specificc0 was chosen such that a visual inspection of the
simulation results implies an effective cue selection.

Two kinds of plots are used to illustrate the cue selec-
tion. In some cases the instantaneous ITD and ILD values are
plotted as a function of time, marking the values which are
selected. For other examples, the effect of the cue selection is
visualized by plotting short-time estimates ofprobability
density functions~PDFs! of the selected ITD and ILD cues.
Unless otherwise noted, the PDFs are estimated by comput-
ing histograms of ITD and ILD cues for a time span of 1.6 s.
The height of the maximum peak is normalized to one in all
PDFs. In both types of plots, free-field cues resulting from
simulations of the same source signals without concurrent
sound sources or reflections, are also indicated~the Matlab
code used for these simulations is available at http://
www.acoustics.hut.fi/software/cueselection/!.

Listening situations in free field are simulated using
HRTFs measured with the KEMAR dummy head with large
pinnae, taken from the CIPIC HRTF Database~Algazi et al.,
2001!. All simulated sound sources are located in the frontal
horizontal plane, and, unless otherwise noted, all the stimuli
are aligned to 60 dB SPL averaged over the whole stimulus
length.

A. Independent sources in free-field

In this section, the cue selection method is applied to
independent stimuli in an anechoic environment. As the first
example, the operation of the selection procedure is illus-
trated in detail for the case of independent speech sources at

different directions. Subsequently, simulation results of the
effect of target-to-distracter ratio~T/D! on localization of the
target stimulus are presented.

1. Concurrent speech

Localization of a speech target in the presence of one or
more competing speech sources has been investigated by
Hawley et al. ~1999! and Drullman and Bronkhorst~2000!.
Drullman and Bronkhorst~2000! utilized an anechoic virtual
environment using both individualized and nonindividual-
ized HRTFs for binaural reproduction of the stimuli. They
reported slight but statistically significant degradation in lo-
calization performance when the number of competing talk-
ers was increased beyond 2. The experiment of Hawleyet al.
~1999!, on the other hand, was conducted in a ‘‘sound-field
room’’ ~reverberation time of approximately 200 ms!, as well
as using headphone reproduction of the stimuli recorded bin-
aurally in the same room. While not strictly anechoic, their
results are also useful for evaluating our anechoic simulation
results. Hawleyet al. ~1999! found that apart from occa-
sional confusions between the target and the distracters, in-
creasing the number of competitors from 1 to 3 had no sig-
nificant effect on localization accuracy. As discussed in Sec.
I, room reflections generally make the localization task more
difficult, so a similar or a better result would be expected to
occur in an anechoic situation. Note that the overall localiza-
tion performance reported by Drullman and Bronkhorst
~2000! was fairly poor, and the results may have been af-
fected by a relatively complex task requiring listeners to rec-
ognize the target talker prior to judging its location.

Based on the previous discussion, the cue selection has
to yield ITD and ILD cues similar to the free-field cues of
each of the speech sources in order to correctly predict the
directions of the perceived auditory events. Three simula-
tions were carried out with 2, 3, and 5 concurrent speech
sources. The signal of each source consisted of a different
phonetically balanced sentence from the Harvard IEEE list
~IEEE, 1969! recorded by the same male speaker. As the first

FIG. 2. IC, ILD, and ITD as a function
of time for two independent speech
sources at640° azimuth. Left column,
500 Hz; and right column, 2 kHz criti-
cal band. The cue selection thresholds
~top row! and the free-field cues of the
sources~middle and bottom rows! are
indicated with dashed lines. Selected
cues are marked with bold solid lines.
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case, 2 speech sources were simulated at azimuthal angles of
640°. Figure 2 shows the IC, ILD, and ITD as a function of
time for the critical bands with center frequencies of 500 Hz
and 2 kHz. The free-field cues which would occur with a
separate simulation of the sources at the same angles are
indicated with the dashed lines. The selected ITD and ILD
cues@Eq. ~7!# are marked with bold solid lines. Thresholds of
c050.95 andc050.99 were used for the 500 Hz and 2 kHz
critical bands, respectively, resulting in 65% and 54% se-
lected signal power@Eq. ~10!#. The selected cues are always
close to the free-field cues, implying perception of two audi-
tory events located at the directions of the sources, as re-
ported in the literature. As expected, due to the neural trans-
duction IC has a smaller range at the 2 kHz critical band than
at the 500 Hz critical band. Consequently, a largerc0 is
required.

The performance of the cue selection was assessed as a
function ofc0 for the same two speech sources and the criti-
cal bands with center frequencies of 250, 500, 1000, 2000,
and 3000 Hz. Figure 3 shows the ITD and ILD biases@Eq.

~8!# and standard deviations@Eq. ~9!#, as well as the fraction
of signal power corresponding to the selected cues@Eq. ~10!#
as a function ofc0 . The biases and standard deviations were
computed for both sources separately, as described earlier,
and then averaged over 1.6 s of the signals. The graphs in-
dicate that both the biases and the standard deviations de-
crease with increasingc0 . Thus, the larger thec0 , the closer
the obtained cues are to the reference free-field values. Fur-
thermore, the selected signal power decreases gradually until
fairly high values ofc0 . The general trend of having higher
absolute ILD errors at high frequencies is related to the over-
all larger range of ILDs occuring at high frequencies due to
more efficient head shadowing.

The simulation with three independent talkers was per-
formed with speech sources at 0° and630° azimuth, and the
simulation of five talkers with two additional sources at
680° azimuth. In both cases the results were fairly similar at
different critical bands, so the data are only shown for the
500 Hz band. Panels~A! and ~B! of Fig. 4 show PDFs of
ITD and ILD without the cue selection for the three and five

FIG. 3. ITD and ILD bias~top panels!, standard devia-
tion ~middle panels!, and relative power~bottom left
panel! of the selected signal portions as a function of
the cue selection thresholdc0 for two independent
speech sources. Data are shown for the 250, 500, 1000,
2000, and 3000 Hz critical bands.

FIG. 4. PDFs of ITD and ILD for three~A! and five~B!
independent speech sources and corresponding PDFs
when cue selection is applied@~C! and~D!#. The values
of the free-field cues for each source are indicated with
dotted lines. Data are shown for the 500 Hz critical
band.
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speech sources, respectively. Panels~C! and ~D! of Fig. 4
show similar PDFs of the selected cues. The selection thresh-
old was set atc050.99 corresponding to 54% selected signal
power for the three sources and 22% for the five sources. In
both cases, even the PDFs considering all cues show ITD
peaks at approximately correct locations, and the cue selec-
tion can be seen to enhance the peaks. With the cue selection,
the widths of the peaks~i.e., the standard deviations of ITD
and ILD! in the three source case are as narrow as in separate
one source free-field simulations, which implies robust local-
ization of three auditory events corresponding to the psycho-
physical results of Hawleyet al. ~1999! and Drullman and
Bronkhorst~2000!. In the case of five sources, the peaks get
slightly broader. The ITD peaks are still narrow and correctly
located but at the 500 Hz critical band, the range of ILD cues
is insufficient for distinct peaks to appear along the ILD axis.
This result is also in line with the classic duplex theory~Ray-
leigh, 1907! of sound localization, stating that at low fre-
quencies ITD cues are more salient than ILD cues.

2. Click-train and noise

Good and Gilkey~1996! and Goodet al. ~1997! studied
the localization of a click-train target in the presence of a
simultaneous noise distracter. Using loudspeaker reproduc-
tion in an anechoic chamber, localization performance was
shown to degrade monotonously with a decreasing target-to-
distracter ratio~T/D!. The investigated T/D ratios were de-
fined relative to the individual detection threshold of each
listener for the case when the target sound was presented
from the same direction as the distracter. With a target level
just a few dB above the detection threshold, localization per-
formance in the left-right direction~e.g., frontal horizontal
plane! was still found to be nearly as good as without the
distracter. The degradation started earlier and was more se-
vere for the up-down and front-back directions. The results

for the left-right direction were later confirmed by Lorenzi
et al. ~1999!, who conducted a similar experiment with
sound sources in the frontal horizontal plane. However, the
detection levels of Lorenziet al. ~1999! were slightly higher,
maybe due to utilization of a sound-treated chamber instead
of a strictly anechoic environment. Furthermore, Lorenzi
et al. ~1999! found a degradation in performance when the
stimuli were low-pass filtered at 1.6 kHz, unlike when the
stimuli were high pass filtered at the same frequency.

A simulation was carried out with a white noise dis-
tracter directly in front of the listener and a click-train target
with a rate of 100 Hz located at 30° azimuth. Assuming a
detection level of211 dB ~the highest value in Goodet al.
1997!, the chosen absolute T/D of23, 29, and 221 dB
correspond to the relative T/D of 8, 2, and210 dB, respec-
tively, as investigated by Good and Gilkey~1996!. The PDFs
for the critical band centered at 500 Hz did not yield a clear
peak corresponding to the direction of the click train. Moti-
vated by the fact that in this case higher frequencies are more
important for directional discrimination~Lorenzi et al.,
1999!, we investigated further the 2 kHz critical band. Panels
~A!–~C! of Fig. 5 show PDFs of ITD and ILD without the
cue selection for the selected T/D ratios. Corresponding
PDFs obtained by the cue selection@Eq. ~7!# are shown in
panels~D!–~F!. The thresholds for the panels~D!–~F! were
c050.990,c050.992, andc050.992, respectively, resulting
in 3%, 9%, and 99% of the signal power being represented
by the selected cues.

The PDFs in Fig. 5 imply that the target is localized as a
separate auditory event for the T/D ratios of23 dB and29
dB. However, for the lowest T/D ratio the target click-train is
no longer individually localizable, as also suggested by the
results of Good and Gilkey~1996!. In panels~A! and ~B!,
ITD peaks are seen to rise at regular intervals due to the
periodicity of the cross-correlation function, while the cue
selection suppresses the periodical peaks as shown in panels

FIG. 5. PDFs of ITD and ILD for a
click-train and white Gaussian noise at
different T/D ratios:23, 29, 221 dB
~A!–~C!, and the corresponding PDFs
when cue selection is applied~D!–~F!.
The values of the free-field cues are
indicated with dotted lines. Data are
shown for the 2 kHz critical band.
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~D! and ~E!. Note that when the click-train is individually
localizable, only the recovered ITD cues are close to the
free-field cues of both sources, whereas a single broad ILD
peak appears. This is in line with the findings of Braasch
~2003! that in the presence of a distracter, ILDs are less
reliable cues for localization, and that ITDs also gain more
importance in the subjective localization judgment. The ITD
peaks corresponding to the click-train are also shifted away
from the distracter. Such a pushing effect caused by a dis-
tracter in front of the listener was observed for one listener in
a similar experiment~Lorenzi et al., 1999! and for most lis-
teners when the target was an independent noise signal~Bra-
asch and Hartung 2002!. On the contrary, Good and Gilkey
~1996! reported a pulling effect, which was also the case for
two listeners in the experiment of Lorenziet al. ~1999!.

B. Precedence effect

This section illustrates the cue selection within the con-
text of the precedence effect. Pairs of clicks are used to dem-
onstrate the results for wide band signals~in this case a sig-
nal with at least the width of a critical band!. Sinusoidal
tones are simulated with different onset rates and the cues
obtained during the onset are shown to agree with results
reported in the literature.

1. Pairs of clicks

In a classical precedence effect experiment, a lead/lag
pair of clicks is presented to the listener~Blauert, 1997; Lito-
vsky et al., 1999!. The leading click is first emitted from one
direction, followed by another identical click from another
direction after aninterclick interval ~ICI! of a few millisec-
onds. As discussed in Sec. I, the directional perception
changes depending on ICI.

Figure 6 shows IC, ILD, and ITD as a function of time
for a click train with a rate of 5 Hz analyzed at the critical
bands centered at 500 Hz and 2 kHz. The lead source is
simulated at 40° and the lag at240° azimuth with an ICI of
5 ms. As expected based on earlier discussion, IC is close to
one whenever only the lead sound is within the analysis time

window. As soon as the lag reaches the ears of the listener,
the superposition of the two clicks reduces the IC. The cues
obtained by the selection withc050.95 for the 500 Hz and
c050.985 for the 2 kHz critical band are shown in the figure,
and the free-field cues of both sources are indicated with
dashed lines. The selected cues are close to the free-field
cues of the leading source and the cues related to the lag are
ignored, as is known to happen based on psychophysical
studies~Litovsky et al. 1999!. The fluctuation in the cues
before each new click pair is due to the internal noise of the
model.

The performance of the cue selection was again assessed
as a function ofc0 for the critical bands with center frequen-
cies of 250, 500, 1000, 2000, and 3000 Hz. The statistical
measures were calculated from a 1.6 s signal segment. Figure
7 shows ITD and ILD biases@Eq. ~8!# and standard devia-
tions @Eq. ~9!#, as well as the power of the selected cues@Eq.
~10!# as a function ofc0 . The biases and standard deviations
were computed related to the free-field cues of the leading
source, since localization of the lag should be suppressed if
the selection works correctly. Both the biases and standard
deviations decrease asc0 increases. Thus the larger the cue
selection thresholdc0 , the more similar the selected cues are
to the free-field cues of the leading source.

At a single critical band, the energy of the clicks is
spread over time due to the gammatone filtering and the
model of neural transduction. Therefore, with an ICI of 5 ms,
a large proportion of the critical band signals related to the
clicks of a pair is overlapping, and only a small part of the
energy of the lead click appears in the critical band signals
before the lag. Consequently, the relative signal power cor-
responding to the selected cues is fairly low when requiring
small bias and standard deviation, as can be seen in the left
bottom panel of Fig. 7.

Localization as a function of ICI: The previous experi-
ment was repeated for ICIs in the range of 0–20 ms using the
500 Hz critical band. The chosen range of delays includes
summing localization, localization suppression, and indepen-
dent localization of both clicks without the precedence effect

FIG. 6. IC, ILD, and ITD as a function
of time for a lead/lag click-train with a
rate of 5 Hz and an ICI of 5 ms. Left
column, 500 Hz; and right column, 2
kHz critical band. The cue selection
thresholds~top row! and the free-field
cues of the sources~middle and bot-
tom rows! are indicated with dashed
lines. Selected cues are marked with
bold solid lines.
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~Litovsky et al., 1999!. For all previous simulations, a suit-
able c0 was chosen as a compromise between similarity of
the cues to free-field cues and how frequently cues are se-
lected. Here, each ICI corresponds to a different listening
situation, since the different delays of the lag imply different
acoustical environments. It is thus expected that the most
effectivec0 may also differ depending on ICI.

Several different criteria for determiningc0 were as-
sessed. Indeed, using the samec0 for all ICIs did not yield
the desired results. The criterion of adaptingc0 such that the
relative power of the selected cues@Eq. ~10!# had the same
value for each simulation did not yield good results either.
Thus, a third criterion was adopted. The cue selection thresh-
old c0 was determined numerically for each simulation such
that st ~the narrowness of the peaks in the PDFs of ITD!
was equal to 15ms. This could be explained with a hypo-
thetical auditory mechanism adaptingc0 in time with the aim
of making ITD and/or ILD standard deviation sufficiently

small. Small standard deviations indicate small fluctuations
of the selected cues in time and thus non-time-varying local-
ization of auditory events. The resulting PDFs of ITD and
ILD as a function of ICI with and without the cue selection
are shown in Fig. 8.

The PDFs without the cue selection~rows 1 and 2 in
Fig. 8! indicate two independently localized auditory events
for most ICIs above 1 ms. Furthermore, the predicted direc-
tions depend strongly on the delay. On the contrary, the PDFs
with the cue selection show that the selected cues correctly
predict all the three phases of the precedence effect~sum-
ming localization, localization suppression, and independent
localization!. At delays less than approximately 1 ms the ITD
peak moves to the side as the delay increases, as desired, but
the ILD cues do not indicate the same direction as the ITD
cues. However, this is also in line with existing psychophysi-
cal literature. Anomalies of the precedence effect have been
observed in listening tests with band pass filtered clicks

FIG. 7. ITD and ILD bias, standard deviation, and rela-
tive power of the selected signal portions as a function
of the cue selection thresholdc0 for a lead/lag click-
train. Data are shown for the 250, 500, 1000, 2000, and
3000 Hz critical bands.

FIG. 8. PDFs of ITD and ILD as a function of the
interclick interval ~ICI! for a click-train: without cue
selection~rows 1 and 2! and with cue selection~rows 3
and 4!. Cue selection thresholdc0 and relative power
p0 of the selected signal portion~bottom row!.

3084 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 C. Faller and J. Merimaa: Source localization in complex listening



~Blauert and Cobben, 1978!, suggesting a contribution of the
extracted misleading ILDs to the localization judgment. For
delays within the range of approximately 1–10 ms there is
only one significant peak in the PDFs, indicating localization
in the direction of the lead. For larger delays two peaks ap-
pear, suggesting two independently localized auditory
events. Note that the fusion of two clicks has been found to
sometimes break down earlier, but 10 ms is within the range
of reported critical thresholds for localization dominance
~Litovsky et al., 1999; Litovsky and Shinn-Cunningham,
2001!.

The bottom row of Fig. 8 shows the selection threshold
c0 and the relative powerp0 of the signal corresponding to
the selected cues as a function of the ICI. For most ICIs up to
approximately 8 ms, the relative power of the selected signal
portion almost vanishes. However, there is one characteristic
peak of p0 at approximately 0.5 ms. The experiment was
repeated for a number of critical bands in the range of 400 to
600 Hz with the observation that the location of this peak
moves along the ICI axis as a function of the center fre-
quency of the considered critical band. Furthermore, the gen-
eral trends of the selected cues were very similar to those at
the 500 Hz band in that they all strongly implied the three
phases of the precedence effect. Thus, by considering a num-
ber of critical bands the three phases of the precedence effect
can indeed be explained by the cue selection such that at
each ICI a signal portion with nonvanishing power is se-
lected.

Cue selection threshold and precedence buildup: For the
previous experiment, it was hypothesized that the criterion
for determiningc0 is the standard deviation of ITD and/or
ILD. The computation of these quantities involves determin-
ing the number of peaks~i.e., the number of individually
localized auditory events! adaptively in time, which might be
related to the buildup of precedence. A buildup occurs when
a lead/lag stimulus with ICI close to the echo threshold is
repeated several times. During the first few stimulus pairs,
the precedence effect is not active and two auditory events
are independently perceived. After the buildup, the clicks
merge to a single auditory event in the direction of the lead
~Freymanet al., 1991!. An adaptive process determiningc0

would require a certain amount of stimulus activity and time
until an effectivec0 is determined and it could thus explain
the time-varying operation of the precedence effect.

The precedence effect literature also discusses a break-
down of precedence when, for instance, the directions of the
lead and lag are suddenly swapped~Clifton, 1987; Blauert,
1997; Litovskyet al., 1999!. However, more recent results of
Djelani and Blauert~2001, 2002! indicate that the buildup is
direction specific, suggesting further that what has been ear-
lier reported as breakdown of precedence is rather a conse-
quence of precedence not being built up for a new lag direc-
tion. Djelani and Blauert~2002! also showed that without
stimulus activity the effect of the buildup decays slowly by
itself, which supports the idea of an adaptivec0 . In order to
model the direction-specific buildup,c0 would also need to
be defined as a function of direction. However, testing and
developing the corresponding adaptation method is beyond
the scope of this paper and will be part of the future work.

2. Onset rate of a sinusoidal tone

Rakerd and Hartmann~1986! investigated the effect of
the onset time of a 500 Hz sinusoidal tone on localization in
the presence of a single reflection. In the case of a sinusoidal
tone, the steady state ITD and ILD cues result from the co-
herent sum of the direct and reflected sound at the ears of a
listener. Often these cues do not imply the direction of either
the direct sound or the reflection. Rakerd and Hartmann
~1986! found that the onset rate of the tone was a critical
factor in determining how much the misleading steady state
cues contributed to the localization judgment of human lis-
teners. For fast onsets, localization was based on the correct
onset cues, unlike when the level of the tone raised slowly.
The cue selection cannot, as such, explain the discounting of
the steady state cues, which always have IC close to one.
However, considering just the onsets the following results
reflect the psychophysical findings of Rakerd and Hartmann
~1986!.

Figure 9 shows IC, ILD, and ITD as a function of time
for a 500 Hz tone with onset times of 0, 5, and 50 ms. The
simulated case corresponds approximately to the ‘‘WDB
room’’ and ‘‘reflection source 6’’ condition reported by
Rakerd and Hartmann~1986!. The direct sound is simulated
in front of the listener, and the reflection arrives with a delay
of 1.4 ms from an azimuthal angle of 30°. A linear onset
ramp is used and the steady state level of the tone is set to 65
dB SPL. The ITD and ILD cues selected with a threshold of
c050.93 are marked with bold solid lines and the free-field
cues of the direct sound and the reflection are indicated with
dashed lines. Note that the direct sound reaches the ears of
the listener at approximately 7 ms. For onset times of 0 and
5 ms, ITD and ILD cues are similar to the free-field cues at
the time when IC reaches the threshold. However, with an
onset time of 50 ms the ITD and ILD cues no longer corre-
spond to the free-field cues, which is suggested by the de-
graded localization performance in the experiment of Rakerd
and Hartmann~1986!.

In order to predict the final localization judgment, an-
other selection mechanism would be needed to only include
the localization cues at the time instants when the cue selec-
tion becomes effective. The dependence on the onset rate can
be explained by considering the input signals of the binaural
processor. During the onset, the level of the reflected sound
follows that of the direct sound with a delay of 1.4 ms. Thus,
the slower the onset, the smaller the difference. The critical
moment is when the level of the direct sound rises high
enough above the level of the internal noise to yield IC
above the selection threshold. If the reflection has non-
negligible power at that time, localization cues will be biased
to the steady state direction already when the selection be-
gins.

C. Independent sources in a reverberant environment

As a final test for the model, the localization of 1 and 2
speech sources was simulated in a reverberant environment.
The utilized BRIRs were measured with a Neumann KU 80
dummy head in an empty lecture hall with reverberation
times of 2.0 and 1.4 s at the octave bands centered at 500 and
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2000 Hz, respectively. The same phonetically balanced
speech samples as used in Sec. III A 1 were convolved with
BRIRs simulating sources at 30° azimuth for the case of one
source and630° for the two sources. The case of two talkers
included again two different sentences uttered by the same
male speaker. For computing the free-field cues, the BRIRs
were truncated to 2.3 ms, such that the effect of the reflec-
tions was ignored.

The chosen hall is a very difficult case for localization
due to lots of diffuse reflections from the tables and benches
all around the simulated listening position. At the 500 Hz
critical band, the ITD and ILD cues prior to the selection did
not yield any meaningful data for localization. The cue se-
lection resulted in high peaks close to the free-field cues, but
it was not able to suppress all other peaks implying different
directions. A subsequent investigation showed that these er-

roneous peaks appear at different locations at different criti-
cal bands. Thus, processing of localization information
across critical bands should be able to further suppress them.
At 2 kHz, the results for a single critical band were clearer
and they will be illustrated here.

Panels~A! and ~B! of Fig. 10 show PDFs of ITD and
ILD without the cue selection, and panels~C! and~D! show
the corresponding PDFs of the selected cues. Since the cue
selection in this case samples the ITD and ILD relatively
infrequently, the PDFs were computed considering 3 s of
signal. Similar results are obtained when the PDFs are com-
puted from different time intervals. The cue selection crite-
rion for both the 1 and 2 source scenarios wasc050.99,
resulting in 1% of the signal power corresponding to the
selected cues. Without the cue selection, the PDFs do not
yield much information for localization in either of the cases.

FIG. 9. IC, ILD, and ITD as a function
of time for a 500 Hz sinusoidal tone
and one reflection. The columns from
left to right show results for onset
times of 0 ms, 5 ms, and 50 ms. The
cue selection threshold ofc050.95
~top row! and the free-field cues of the
source and the reflection~middle and
bottom rows! are indicated with
dashed lines. Selected cues are marked
with bold solid lines. Data are shown
for the 500 Hz critical band.

FIG. 10. PDFs of ITD and ILD for 1~A! and 2 ~B!
speech sources in a reverberant hall and the correspond-
ing PDFs when cue selection is applied~C! and ~D!.
The values of the free-field cues for each source are
indicated with dotted lines. Data are shown for the 2
kHz critical band.
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Periodicity of the cross-correlation function is clearly visible
and it is difficult to distinguish between the one and two
source cases. However, with the cue selection sharp peaks
arise relatively close to the free-field cues. In the two source
case, the right source is practically correctly localized,
whereas the ITD cues of the left source are slightly biased
towards the center. Note that contrary to the results in Sec.
III A 2, the localization is in this case shifted towards the
competing sound source. As discussed, also this kind of a
pulling effect has been reported in psychoacoustical studies
~Good and Gilkey, 1996; Lorenziet al., 1999; Braasch and
Hartung, 2002!.

IV. GENERAL DISCUSSION

In the preceding sections, the selection of ITD and ILD
cues based on IC was introduced into a localization model
and applied to simulations of a number of complex listening
scenarios. In comparison to several existing localization
models, a significant difference in the proposed method is the
way that the signal power at each time instant affects the
localization judgment. In models not designed for complex
listening situations, the localization cues and subsequently
the final localization judgment are often derived from a time
window including the whole stimulus, or of a time integra-
tion of a binaural activity pattern computed with running
non-normalized cross correlation. In such cases, the contri-
bution of each time instant to the final localization depends
on the instantaneous power. In our approach, only the cues
during the selected time instants contribute to localization.
Thus the model can in many cases neglect localization infor-
mation corresponding to time instants with high power, if the
power is high due to concurrent activity of several sound
sources~or concurrent activity of sources and reflections!.
The relative power of individual sources also affects how
often ITD and ILD cues corresponding to each source are
selected.

The proposed model also bears resemblance to earlier
models of the precedence effect. The temporal inhibition of
the model of Lindemann~1986a! tends to hold the highest
peaks of the running cross-correlation function~calculated
with the stationary inhibition that incorporates ILDs into the
model!. The higher a peak~i.e., the higher the IC at the
corresponding time instant!, the stronger the temporal inhi-
bition. The cue selection achieves a somewhat similar effect
without a need for an explicit temporal inhibition mecha-
nism, since the localization suppression is directly related to
the IC estimated with a similar time window. However, the
effect can also be quite different in some scenarios. Whereas
the model of Lindemann~1986a! only ‘‘remembers’’ the
peaks corresponding to a high IC for a short time~time con-
stant of 10 ms!, the cue selection with a slowly varyingc0

has a much longer memory. The frequency of the time in-
stants when the direct sound of only one source dominates
within a critical band depends on the complexity of the lis-
tening situation. In complex cases~e.g., Sec. III C!, only a
small fraction of the ear input signals contribute to localiza-
tion, and new localization information may be acquired rela-
tively infrequently. We, nevertheless, assume that it is the
cues at these instants of time that determine the source local-

ization. During the time when no cues are selected, the lo-
calization of the corresponding auditory events is assumed to
be determined by the previously selected cues, which is in
principle possible. Localization of sinusoidal tones based
only on their onsets~Rakerd and Hartmann 1985, 1986! and
a related demonstration called the ‘‘Franssen effect’’~Frans-
sen, 1960; Hartmann and Rakerd, 1989! show that a derived
localization judgment can persist for several seconds after
the related localization cues have occurred. In precedence
effect conditions~Sec. III B! the cue selection naturally de-
rives most localization information from signal onsets, as is
explicitly done in the model of Zurek~1987! ~see also Mar-
tin, 1997!. However, the cue selection is not limited to get-
ting information from onsets only, and it does not necessarily
include all onsets.

Throughout the paper, the resulting ITD and ILD cues
were considered separately instead of deriving a combined
localization judgment. The mutual role of ITDs and ILDs is
often characterized with time-intensity trading ratios
~Blauert, 1997! or in the form of the classic duplex theory
~Rayleigh, 1907!: ITD cues dominate localization at low fre-
quencies and ILDs at high frequencies. However, in complex
listening situations the relative weights of these cues may
change. Wightman and Kistler~1992! have shown that in the
presence of conflicting ITD and ILD cues, ITD cues will
dominate the localization judgment of broadband noise as
long as low frequency energy is present. Furthermore, Bra-
asch ~2003! has found that the presence of a distracting
sound source even strengthens the weight of ITD cues. Nev-
ertheless, the results of Rakerd and Hartmann~1986! suggest
that steady-state ITDs can sometimes be completely ne-
glected, unlike ILD cues. Considering the relative weights of
ITD and ILD cues in more detail is beyond the scope of this
paper. However, in future work it will be interesting to assess
whether the proposed cue selection reflects the relative im-
portance of ITD and ILD cues, i.e., whether the cue selec-
tion, for example, recovers more reliably ITD cues in cases
where they are weighted more than ILD cues, and vice versa.

The cue selection mechanism could be seen to perform a
function that Litovsky and Shinn-Cunningham~2001! have
characterized as ‘‘a general process that enables robust local-
ization not only in the presence of echoes, but whenever any
competing information from a second source arrives before
the direction of a previous source has been computed.’’ For
the purposes of this paper, ITD and IC cues were analyzed
using a cross-correlation model, whereas ILDs were com-
puted independently. Similar cue selection could also be
implemented in other localization models, such as the
excitation-inhibition ~EI! model of Breebaartet al. ~2001!
involving joint analysis of ITD and ILD cues within a physi-
ologically motivated structure. In the EI model, full coher-
ence is not represented by maximum activity but by zero
activity. Thus, as opposed to specifying a lower bound of IC
for the cue selection, an upper bound of activity would need
to be determined.

As shown in Sec. III, the cue selection model was able
to simulate most psychophysical results reviewed in the in-
troduction by using a selection threshold adapted to each
specific listening scenario. Although this paper is limited to
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localization based on binaural cues, it should be mentioned
that the precedence effect has also been observed in the me-
dian sagittal plane where the localization is based on spectral
cues instead of interaural differences~Blauert, 1971; Lito-
vsky et al., 1997!. Thus, the cue selection model does not
fully describe the operation of the precedence effect. Further-
more, the model cannot as such explain the discounting of
ITD and ILD cues occurring simultaneously with a high IC
during the steady state sound in two scenarios: a sinusoidal
tone presented in a room~Rakerd and Hartmann 1985, 1986;
Hartmann and Rakerd, 1989! and two independent noise
sources with the same envelopes presented from different
directions ~Braasch, 2002!. The psychophysical results of
Litovsky et al. ~1997! show that the localization suppression
is somewhat weaker in the median plane than in the horizon-
tal plane, which could be interpreted as evidence for another
suppression mechanism, possibly operating simultaneously
with a binaural mechanism such as the proposed cue selec-
tion. Indeed, simulating all the results cited in this paragraph
would appear to require some additional form of temporal
inhibition.

V. CONCLUSIONS

A cue selection mechanism was presented for modeling
source localization in complex listening scenarios. The cue
selection can simulate both localization of several concur-
rently active independent sources and suppression of the lo-
calization of reflected sound by considering ITD and ILD
cues only when IC at the corresponding critical band is larger
than a certain threshold. It was shown that at time instants
when this occurs, ITD and ILD are likely to represent the
direction of one of the sources. Thus, by looking at the dif-
ferent ITD and ILD values during the selected time instants
one can obtain information about the direction of each
source.

The proposed cue selection mechanism was imple-
mented in the framework of a binaural model considering the
known periphery of the auditory system. The remaining parts
of the model were analytically motivated for the sake of
focus on the cue selection method without having to consider
the specific properties and limitations of existing physiologi-
cally motivated models. Nevertheless, it was pointed out in
the discussion that in principle the proposed cue selection
method is physiologically feasible.

The binaural model with the proposed cue selection was
verified with the results of a number of psychophysical stud-
ies from the literature. The simulation results suggest rela-
tively reliable localization of concurrent speech sources both
in anechoic and reverberant environments. The effect of
target-to-distracter ratio corresponds qualitatively to pub-
lished results of localization of a click-train in the presence
of a noise distracter. Localization dominance is correctly re-
produced for click pairs and for the onsets of sinusoidal
tones. It was also hypothesized that the buildup of prece-
dence may be related to the time the auditory system needs
to find a cue selection threshold which is effective for the
specific listening situation. As a final test, the model was
applied for source localization in a reverberant hall with one

and two speech sources. The results suggest that also in this
most complex case the model is able to obtain cues corre-
sponding to the directions of the sources.
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Speech perception and talker segregation: Effects of level, pitch,
and tactile support with multiple simultaneous talkers
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Speech intelligibility was investigated by varying the number of interfering talkers, level, and mean
pitch differences between target and interfering speech, and the presence of tactile support. In a first
experiment the speech-reception threshold~SRT! for sentences was measured for a male talker
against a background of one to eight interfering male talkers or speech noise. Speech was presented
diotically and vibro-tactile support was given by presenting the low-pass-filtered signal~0–200 Hz!
to the index finger. The benefit in the SRT resulting from tactile support ranged from 0 to 2.4 dB and
was largest for one or two interfering talkers. A second experiment focused on masking effects of
one interfering talker. The interference was the target talker’s own voice with an increased mean
pitch by 2, 4, 8, or 12 semitones. Level differences between target and interfering speech ranged
from 216 to14 dB. Results from measurements of correctly perceived words in sentences show an
intelligibility increase of up to 27% due to tactile support. Performance gradually improves with
increasing pitch difference. Louder target speech generally helps perception, but results for level
differences are considerably dependent on pitch differences. Differences in performance between
noise and speech maskers and between speech maskers with various mean pitches are explained by
the effect of informational masking. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1802535#

PACS numbers: 43.66.Wv, 43.71.Es@AK # Pages: 3090–3098

I. INTRODUCTION

In a recent paper on the cocktail party phenomenon,
Bronkhorst~2000! gives an extensive review of studies on
the intelligibility of speech presented against a background
of competing speech. Bronkhorst identifies a number of top-
ics that merit further study. Two of these will be touched
upon in this paper. First, we will consider the interference by
competing talkers~particularly in diotic listening!, their
number, and the role of different voices. Second, there is the
closely related issue of selective attention, in particular the
situation where the listener concentrates on one particular
talker, trying to minimize the distraction by other talkers.
Apart from maximizing the difference between target and
interference acoustically~level, spectrum, and pitch cues!,
another way to facilitate the focusing of attention is to pro-
vide information through a different modality. The type of
support examined here is tactile~and in some case visual!
information about the temporal fluctuations in the speech
signal.

A. Multitalker environment

In an environment with many competing talkers, the tar-
get speech is embedded in a background of voice babble,
with masking characteristics which come close to that of
speech noise. That is, both have a similar long-term average
spectrum, limited spectral and temporal fluctuations, and
lack of linguistic content. Going to fewer competing talkers
will increase the difference in masking, with a gradual shift
from energetic to more informational masking. Energetic
masking refers to the case when the interference~e.g., noise
or speech! contains sufficient energy to make the target
speech~partly! inaudible or at least unintelligible; informa-

tional masking occurs when~portions of! the speech interfer-
ence is intelligible and so similar to the target speech that it
becomes difficult for the listener to disentangle target and
interfering speech. The effect of the similarity of target and
masking voice~s! is most clearly demonstrated in studies
with different-sex vs same-sex maskers~cf. Drullman and
Bronkhorst, 2000!. Recently, Brungart~2001! and Brungart
et al. ~2001! have conducted a series of experiments on en-
ergetic and informational masking using the Coordinate Re-
sponse Measure~CRM! paradigm. In this paradigm, target
and masker phrases are very similar. In a first study with a
single interfering talker, Brungart~2001! investigated same-
talker, same-sex, and different-sex target and masker voices.
He found a clear dominance of informational masking over
energetic masking, with least masking for different-sex talk-
ers and most masking for same-talker conditions. The results
were not monotonically related to the signal-to-noise ratio
~SNR!.1 In a follow-up study, Brungartet al. ~2001! used
multiple simultaneous talkers and found essentially similar
results. At negative SNRs, however, performance strongly
depended on the number of interfering talkers: intelligibility
was worse with two or three interfering talkers than with a
single interfering talker.

Regarding the issue of voice~dis!similarity, in particular
between male and female voices, an important role is attrib-
uted to differences in pitch when segregating simultaneous
speech signals. The effect of pitch, defined on a segmental
level, on the segregation of concurrent vowels has been the
subject of several studies~e.g., Assmann and Summerfield,
1990; Culling and Darwin, 1993!. For longer speech mes-
sages, Brokx and Nooteboom~1982! performed an interest-
ing study using the same talker for target and interference
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while manipulating the pitch difference. An experiment with
LPC-resynthesized monotonous target speech showed a 20%
increase in keyword recognition when going from same pitch
to a 3-semitone difference. With a 12-semitone difference
intelligibility decreased again, which the authors explain by
the inseparability of the harmonics of target and interfering
speech, yielding perceptual fusion of coinciding voiced por-
tions. The results of a second experiment with natural speech
and normal intonation did not show this decrease: keyword
recognition was about 20% better when the target pitch was
double that of the interference than when the pitches were
the same. Brokx and Nooteboom~1982! related these find-
ings to perceptual fusion, occurring when two simultaneous
sounds have identical pitches, and to perceptual tracking
when the pitches of target and interference cross each other,
so that the listener may inadvertently switch his attention
from target to interfering speech. In a recent study, Darwin
et al. ~2003! used PSOLA processing—pitch synchronous
overlap add~Moulines and Charpentier, 1990!, resulting in
more naturally sounding manipulated speech compared to
LPC resynthesis—with target and interfering speech from
the same voice. Darwinet al. ~2003! measured male and
female talkers with the CRM paradigm, preserving the nor-
mal intonation of the sentences. They found no improvement
when going from 0 to 1 semitone pitch difference, but a 12%
increase in score when going to a difference of 2 semitones,
averaged over SNRs of26 to 13 dB. Stretching the differ-
ence to 12 semitones yielded a 24% increase.

B. Tactile support

Several methods of~vibro!tactile stimulation have been
used in the past as an aid for speech perception by people
with severe hearing impairment~Sherrick, 1984!. The fact
that experiments have shown~limited! benefits in speech per-
ception shows that tactile information can indeed give some
support. In several cases, multiple-channel tactile support
was investigated; in this paper, however, we will restrict our-
selves to single-channel tactile support. Normally, informa-
tion is conveyed by presenting the amplitude fluctuations of
the ~filtered! speech signal to a tactile transducer, attached to
the hand, wrist, or finger. Converting acoustic information in
this manner appears to be appropriate, both in terms of sen-
sitivity ~with some amplification of modulation frequencies
below 20 Hz, which are especially important for speech! and
recognition of syllable rhythm and stress~Weisenberger,
1986; Weisenberger and Miller, 1987!. A study by Summers
et al. ~1994! on the perception of time-varying pulse trains
showed that information transfer for vibrotactile stimuli was
highest when frequency and amplitude modulation were used
together. This result was demonstrated explicitly for the per-
ception of voice fundamental frequency and the identifica-
tion of sentence stress. Although these and other studies in
principle give ample evidence for the efficacy of tactile in-
formation transfer, the question still remains whether there is
a natural or direct mapping of the acoustic events into the
tactile domain—our fingers are simply not made to listen.
Maharet al. ~1994! performed a number of cross-modal ex-
periments to examine the similarity of auditory and tactile
representations for speech~-like! stimuli. They concluded

that comparisons between auditory and tactile stimuli are
easier to perform than comparisons between auditory and
visual, when it comes to word stress, amplitude variations,
and temporally distributed information in general.

In this paper two experiments are described in which the
effects of both acoustic factors and tactile support on speech
intelligibility in multiple-talker conditions were studied. In
the first experiment the speech-reception threshold~SRT! for
sentences was measured against a background of one to eight
interfering talkers or against speech noise. Vibro-tactile sup-
port was given by presenting the low-pass-filtered speech
signal ~0–200 Hz! simultaneously to the index finger. In or-
der to obtain a clearer picture of the interaction between
informational masking and the presence of tactile support, a
second experiment was carried out, which focused on the
effects of masking for one interfering talker, using different
pitches and levels of the target and interfering voices. Again,
speech intelligibility was determined both with and without
tactile support.

II. EXPERIMENT 1: MULTIPLE COMPETING TALKERS

A. Stimuli, design

The target stimuli consisted of 13 lists of 13 meaningful
Dutch sentences of 8 to 9 syllables pronounced by a male
talker and representing conversational speech~Versfeld
et al., 2000!. The interfering sound was either masking noise
with the long-term average spectrum~and average rms level!
of this talker or speech of other male talkers. A total of 60
sentences~15 sentences for each of 4 talkers! was used to
create the speech interference. These meaningful sentences
were taken from the original set of Plomp and Mimpen
~1979!, and were all different from the target sentences. The
15 sentences for each talker were concatenated and used ei-
ther as a single interfering voice or mixed to produce 2, 4, or
8 interfering voices. The latter number was actually created
by doubling the material for the 4-talker version; i.e., each
talker occurred twice but with different initial sentences. All
sentence and noise material was stored into WAV files with
44.1-kHz sampling rate and 16-bit resolution.

Because of the spectral shaping of the masking noise, it
provides optimal~long-term! energetic masking of the target
speech. In order to optimize the amount of energetic masking
by the interfering talkers, their spectra were equalized with
respect to the noise. Spectral shaping was done on each in-
dividual file with interfering speech~containing 1, 2, 4, or 8
talkers! in 8 octave bands from 63 Hz to 8 kHz, using a
Behringer 8024 equalizer. Subsequently, the speech files
were given the same A-weighted speech level as the noise
~speech parts that were more than 14 dB below peak level
were discarded, cf. Steeneken and Houtgast, 1986!. The end
result was that the overall long-term level of the speech
masker was kept constant~equal to the noise masker!, re-
gardless of the number of interfering voices. However, it
should be noted that equalizing the spectra is not enough to
equalize energetic masking. Due to temporal modulations in
the speech maskers, less masking will be produced than for a
nonfluctuating masker~cf. Festen and Plomp, 1990!. As the
amount of fluctuations is reduced when more interfering
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talkers are present, we may assume that the difference in
energetic masking between speech and noise maskers will
decrease with increasing number of interfering talkers. For
the sake of clarity, the long-term rms values of the target
sentences and of the speech or noise maskers were used to
define the~global! SNR in the listening experiments.

There were ten conditions in which five types of inter-
ference were investigated in an experimental design with and
without tactile support. Three extra conditions~with 1, 2, or
8 interfering talkers! were added in which the tactile support
was replaced by visual support. This was done in order to
determine whether stimulating a different modality with the
same information would give the same results.

B. Signal processing

Figure 1 shows a block diagram of the signal processing
for the presentation of auditory and tactile information. For
the auditory pathway, target speech was mixed with the in-
terference~noise or interfering speech! at a variable SNR and
presented diotically over earphones. Tactile information con-
sisted of the low-pass filtered target speech signal, presented
through a vibrator. The cutoff frequency for the low-pass
filter was set at 200 Hz. In this way the tactile stream con-
tained all relevant information about the amplitude fluctua-
tions~cf. Drullmanet al., 1994! and, moreover, conveyed the
pitch variations of the target voice which might be used as an
additional cue.

Signal processing was done in real time, using a stan-
dard PC equipped with an Aardvark Direct Pro 24/96 sound
card. The auditory streams for target speech and interference
were led through Tucker Davis PA4 attenuators and a SM3
mixer, a Krohn-Hite 3342 low-pass filter at 8 kHz~48 dB/
oct!, a Tucker Davis HB6 telephone amplifier, and presented
over Sennheiser HD 250 headphones. The tactile stream was
led through a Krohn-Hite 3342 low-pass filter~200 Hz, with
20-dB gain!, a B&K 2706 amplifier to a B&K 4810 shaker.
The setting of the amplifier and shaker was such that the
maximum acceleration was 60 ms22 at the speech peaks.
This level was sufficient for the subjects to feel the tactile
stimulation and not too high to be uncomfortable. For the
visual support, the shaker was replaced by a small hand-held
box with a red LED. The LED was controlled in the same
way as the tactile driver, i.e., the brightness varied in accor-
dance with the low-pass filtered speech amplitude.

C. Subjects

Subjects were 12 normal-hearing native Dutch students,
mostly from Utrecht University, whose ages ranged from 19
to 26 years. All had pure-tone air-conduction thresholds less

than 15 dB HL at octave frequencies from 125 Hz to 2 kHz
and less than 25 dB HL up to 8 kHz. They were paid for their
services.

D. Procedure

From the 13 lists of sentences, five were used for audi-
tory presentation only, five for auditory presentation with
tactile support, and three for auditory presentation with vi-
sual support. Lists were presented in a fixed order. Each list
was used for one condition. Blocks of five auditory or
auditory1tactile conditions were presented in a sequence.
Half of the subjects started with the auditory-only conditions,
the other half with the auditory1tactile conditions. The first
condition in a block was the noise interference; the four
interfering-talker conditions were balanced according to a
434 Latin square. The final three lists were used for the
auditory1LED conditions ~1, 2, or 8 interfering talkers!,
which were presented in random order.

In the SRT measurements, the level of the interference
was fixed at 60 dBA for every condition; the level of the
target sentences was changed according to an up–down
adaptive procedure~Plomp and Mimpen, 1979!. The first
sentence in a list was presented at a level below the reception
threshold. This sentence was repeated, each time at a 4-dB
higher level, until the listener could reproduce it without a
single error. The remaining 12 sentences were then presented
only once, in a simple up–down procedure with a step size
of 2 dB. A response was scored as correct only if all words
were correctly reproduced by the subject. Subjects made ver-
bal responses, which were not recorded. The average SNR
for sentences 4–13 was adopted as the SRT for that particu-
lar condition. The interference was presented in a constant
loop and was silenced in between the individual target sen-
tences by muting the PA4 attenuator. On and offset of the
interference was 500 ms before and after presentation of a
target sentence.

Measurements were conducted for each subject indi-
vidually in a sound-proof room. Subjects received written
and oral instructions. During the conditions with tactile
stimulation, they had their right arm on a special rest, so that
they could feel the vibrations of the B&K shaker with their
index finger, through a hole in the armrest.2 An accelerom-
eter which was mounted on the shaker merely functioned as
the contact between shaker and figer. Prior to the actual tests,
subjects were given a brief training~10–15 min!, in order to
get familiar with the target voice and with the procedure.
Single words, short combinations of words~2–4 syllables!,
and entire sentences~different from the ones used in the
tests! were presented, at a fixed SNR of22 dB. While lis-
tening to target speech and interference, subjects received the
tactile stimulation. They were explicitly told to note the cor-
respondence between what they heard and felt. All subjects
reported that they did indeed note this correspondence. There
was no training for the visual support.

E. Results

The mean results of the SRT measurements as a function
of type of interference and tactile/visual support are plotted

FIG. 1. Block diagram of the signal processing. Speech and interfering
signal are mixed at a variable SNR and presented monaurally. Tactile infor-
mation is derived from the low-pass filtered speech signal.
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in Fig. 2. Due to a technical error in the visual support for the
first subject, results for the audio1LED conditions are based
on 11 tests instead of 12. There appears to be a small overall
effect of a lower SRT~i.e., higher intelligibility! when tactile
or visual support is given. A two-way ANOVA with repeated
measures revealed significant effects of tactile support (p
,0.05) and type of interference (p,0.001), but no signifi-
cant interaction. Overall, the mean SRT for auditory presen-
tation is23.4 dB and for auditory1tactile24.4 dB. A sepa-
rate analysis for the LED conditions showed that the overall
change in SRT due to visual support is barely significant
(p50.066). Neither is there any significant interaction with
the number of competing talkers. However, closer inspection
of the data shows that the statistical analysis is strongly af-
fected by the large variance in the conditions with only one
interfering talker, as shown in Fig. 2. The standard deviations
without and with tactile support are 4.0 and 3.4 dB, respec-
tively, which is 2 to 4 times higher than the standard devia-
tions for conditions with more interfering talkers or noise.
We have therefore repeated the within-subjects ANOVA
while excluding the single-interfering-talker conditions, and
found a significant interaction between interference type and
the presence of tactile or visual support (p50.028). This
confirms what is easily observed in Fig. 2, namely that the
nonauditory support causes a relatively large~2.4-dB! release
from masking when there are two interfering talkers, but that
the effect vanishes when the number of interfering talkers is
increased, or when noise is used as interference.

The conditions with only one interfering talker are nev-
ertheless of interest because the mean SRTs are very low:
29.1 dB for auditory only and211.0 dB with tactile sup-
port. Although the standard deviations are high, the SRTs
scores are by far the best of all conditions. With only one
interfering voice, it is probably possible to listen in the dips
of the temporal envelope~momentary low-energy speech
fragments! of the interference. This effect is apparently sub-
ject dependent and it is greatly reduced when more interfer-
ing voices are present.

III. EXPERIMENT 2: PITCH-VARYING SINGLE
INTERFERING TALKER

The results of the above experiment indicate that the
gain resulting from tactile or visual support is largest when
there are only one or two interfering talkers, and disappears
when the interference is babble or noise. Because informa-
tional masking has a similar dependency on the type of in-
terference, this suggests that the gain is mainly a release
from informational masking. However, it is not clear how
much informational masking occurs in the particular speech
material that we have used. As discussed in the Introduction,
earlier research has indicated that informational masking de-
pends on pitch differences between target and interfering
speech~Brokx and Nooteboom, 1982; Darwinet al., 2003!.
We therefore decided to carry out a second experiment in
which the effect of tactile support was evaluated as a func-
tion of controlled pitch differences between target and inter-
fering speech.

In a first approach, the same SRT paradigm as in experi-
ment 1 was used. Results with 12 subjects showed no effects
of tactile support and some effect of pitch difference. How-
ever, there was a large difference in performance between
subjects. We concluded that for this type of experiment, with
a single interfering voice that can be highly similar to the
target voice, the SRT paradigm is not suitable. This is be-
cause the slope of the psychometric function can be very
shallow or even obtain negative values~e.g., Brungart,
2001!, so that there is a poor convergence of the adaptive
procedure. To have a better differentiation between condi-
tions, the percentage of correctly received words in a sen-
tence list was used, as described in the following
subsections.

A. Stimuli, design

A total of 420 sentences of a male target talker was
taken from the same database as used in the first experiment
~Versfeldet al., 2000!. Another 39 sentences from the same
talker were used as interference. Both target sentences and
~concatenated! interfering sentences were processed in such
a way~see below! that the difference in average pitch would
vary between conditions.

Sixty conditions for target speech and interference were
investigated in an experimental design with five average
pitch differences of 0, 2, 4, 8, and 12 semitones, six fixed
SNRs of216, 212, 28, 24, 0, and14 dB, each with and
without tactile support. The 420 target sentences were di-
vided into 60 lists of 7 sentences, and instead of using an
adaptive design as in the SRT, series of sentences were now
presented at fixed SNRs. Intelligibility was measured by
scoring the number of correctly received words per sentence
~which contained on average 6.1 words!.

B. Signal processing

Of all 420 target sentences the mean pitch per sentence
was determined first. The algorithm used is based on an ac-
curate autocorrelation method, with a frame duration of 10
ms ~Boersma, 1993!. The overall mean pitch of the 420 sen-
tences was 105 Hz with a standard deviation of 15 Hz. In

FIG. 2. Mean SRTs and standard deviations as a function of interference~1,
2, 4, or 8 interfering talkers, or noise!. The more negative the SRT, the better
the intelligibility.
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order to have control over the mean pitch differences be-
tween target and interfering sentences, all target sentences
were resynthesized to have a mean pitch of 105 Hz. That is,
the entire pitch contour of a sentence~voiced parts! was
shifted up or down to get a mean of 105 Hz; the natural pitch
contour was preserved. Signal processing was done by
means of a PSOLA algorithm, implemented in thePRAAT

software package~Boersma and Weenink, 1996!. Subse-
quently, the interfering sentences were processed by making
copies with mean pitches at 0,12, 14, 18, and112 semi-
tones relative to 105 Hz.

Signal processing for the presentation of the auditory
and tactile stimuli was identical as in the first experiment
~see Fig. 1!. In this second experiment there was no visual
~LED! presentation.

C. Subjects

Subjects were ten normal-hearing native Dutch students,
whose ages ranged from 19 to 25 years. They were different
from the ones used in the first experiment. All had pure-tone
air-conduction thresholds less than 15 dB HL at octave fre-
quencies from 125 Hz to 2 kHz and less than 25 dB HL up to
8 kHz. They were paid for their services.

D. Procedure

From the 60 lists of 7 sentences, 30 were used for audi-
tory only presentation and 30 for auditory1tactile presenta-

tion. Lists were presented in a fixed order, one list for one
condition. The 30 auditory and 30 auditory1tactile condi-
tions were presented consecutively. Half of the subjects
started with the auditory conditions, the other half with the
auditory1tactile conditions. Different mean pitches for inter-
fering speech were balanced according to a 535 Latin
square; the order of presentation of the SNRs was random-
ized. Conditions with the same pitch were presented in a
block.

Measurements were performed for each subject indi-
vidually in a sound-proof room. Subjects listened to the tar-
get speech and had to reproduce as many words of the target
sentence as they could. Each target sentence was presented
once, and word scores for sentence 2–7 were counted. The
rest of the procedure was similar to the first experiment.
Training was done prior to the real test, with16 and 12
semitones pitch difference at a fixed SNR of24 dB.

E. Results

Table I shows the results~means and standard devia-
tions! for the different experimental conditions. Figures 3–5
display the results graphically, pooled over tactile conditions,
pitch differences, and SNRs, respectively. As in the previous
experiment, relatively high standard deviations are found.
For the sake of clarity, the spread in the data is not displayed
in Figs. 3–5, but is given only in Table I. The scores were

FIG. 3. Mean number of words correct as a function of SNR for target and
interfering speech of the same talker. Data are pooled over auditory only and
auditory1tactile support. Different curves correspond to mean pitch differ-
ences between target and interfering voice.

TABLE I. Mean word scores~standard deviations! in percentages for the different conditions in experiment 2.

SNR ~dB!

Auditory only Auditory1tactile

D pitch ~semitones! D pitch ~semitones!

0 2 4 8 12 0 2 4 8 12

216 38~26! 38~17! 43~22! 51~21! 53~17! 40~28! 45~21! 49~23! 46~22! 65~17!
212 64~19! 55~23! 60~27! 70~17! 79~12! 56~16! 71~17! 64~22! 82~11! 84~12!
28 70~24! 72~22! 72~22! 82~13! 95 ~6! 79~23! 79~15! 74~18! 87~11! 94 ~7!
24 56~21! 61~24! 69~23! 89~12! 96 ~4! 65~16! 66~24! 73~15! 93 ~7! 99 ~2!

0 46~14! 49~26! 76~18! 97 ~4! 99 ~1! 73~21! 76~15! 90~13! 98 ~3! 100 ~1!
14 76~29! 78~25! 92 ~9! 100 ~1! 100 ~0! 87 ~7! 91~12! 98 ~3! 99 ~2! 99 ~1!

FIG. 4. Mean number of words correct as a function of SNR for target and
interfering speech of the same talker. Data are pooled over a range of mean
pitch differences between the voices~0 to 12 semitones!. The two curves
show the results with and without tactile support.
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analyzed by means of a repeated-measures ANOVA with
three factors.3 For the full experimental design, significant
main effects are found for tactile support (p,0.05), pitch
difference (p,0.001), and SNR (p,0.001). Of the four
interactions, only the interaction between pitch difference
and SNR is significant (p,0.001). The results of Figs. 4 and
5 indicate a smalloverall increase from 71% to 77% in word
score due to tactile support. Performance improves with in-
creasing pitch difference~Fig. 5!, both with and without tac-
tile support. A closer look at Fig. 3 shows a dip in the per-
formance near 0-dB SNR when the mean pitch difference is
0 or 2 semitones. This is a situation where target and inter-
ference are most alike acoustically, and tactile support would
presumably be most effective. Indeed, the data in Table I
show a maximal increase of 27% for 0- and 2-semitone pitch
differences at 0 dB SNR. For the entire range of SNRs, Fig.
6 displays the scores for the pooled 0- and 2-semitone con-
ditions. A separate ANOVA on this subset reveals a signifi-
cant interaction between tactile support and SNR (p
,0.02). Post hoccomparisons~Tukey HSD! show a signifi-
cant effect of tactile support at 0-dB SNR: from 48% words
correct without to 75% words correct with tactile support.

IV. GENERAL DISCUSSION

A. Tactile support

Both experiment 1 and 2 show evidence of a significant
benefit of tactile support in sentence and word intelligibility.
Due to the different measurement methods in the experi-
ments, results are not directly comparable. We tried to em-
ploy the same SRT paradigm for experiment 2 as we did in
experiment 1, but had to use a word-score paradigm because
of the large differences in SRT performance between indi-
vidual listeners.

In experiment 1 a tactile benefit of 0–2.4 dB in SRT
~average 1 dB! is found. This gain does not, however, trans-
late to a very high improvement in intelligibility such as
found for sentences in steady-state noise, which show a steep
slope of the psychometric function~about 15% per dB; see
Versfeld et al., 2000!. In particular, when there is a single
interfering talker, the steepness is reduced substantially. This
cannot be derived from the data found in experiment 1,4 but
an indication is given by the results of experiment 2~Fig. 4!,
where we see slopes of about 5%/dB around 50% intelligi-
bility. Such shallow slopes for conditions with one interfer-
ing talker were also found by Brungart~2001! and Brungart
et al. ~2001!. Thus, the 1-dB average gain in SRT found in
experiment 1 seems to be roughly consistent with the aver-
age improvement in intelligibility of 6% in experiment 2.

All in all, we find evidence that presenting speech infor-
mation through a different modality can indeed give some
support in perception. This is true for vibrotactile support
and—although investigated only in a limited set of
conditions—also for visual support. It is most probably the
focusing of attention that is responsible for the slight benefit:
listeners are made aware of the moment the target talker is
present, which can give them just a little advantage of ‘‘lis-
tening in.’’ The tactile or visual information itself does not
contain any new or distinct elements that are not already
present in the auditory signal. In this respect the visual cues
given in our experiment are fundamentally different from the
cues provided by lipreading.

B. Number of interfering talkers

The results of experiment 1~Fig. 2! show a clear in-
crease of the SRT when two or more interfering talkers are
present. With the long-term interference levels being equal,
this effect must be attributed to reduced ‘‘dip listening.’’ The
presence of more talkers obstructs the advantage of listening
to the target speech in case of low-energy fragments in the
interfering speech. This effect is noted in many other studies
on speech perception~e.g., Brungartet al., 2001; Hawley
et al., 2004!. Dip listening, however, is a very general psy-
choacoustical phenomenon~cf. Buus, 1985!. In the present
study, the advantage of dip listening vanishes already when
going from one to two interfering talkers. Pooled over the
tactile conditions, the SRT increases from210 to 22 dB.
The latter level remains approximately constant with four or
eight interfering talkers.

Previous experiments with the same type of sentences
showed an intelligibility score of only 36% for two simulta-
neous male voices presented at an SNR of 0 dB~Drullman

FIG. 5. Mean number of words correct as a function of mean pitch differ-
ence between target and interfering of the same talker. Data are pooled over
a range of SNRs~216 to14 dB!. The two curves show the results with and
without tactile support.

FIG. 6. As Fig. 4, but data pooled over mean pitch differences of 0 and 2
semitones only.
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and Bronkhorst, 2000!. These results were obtained from
monaural listening, so they could be slightly better when
presented diotically, like in the present experiment 1. Never-
theless, a score of 50%~definition of the SRT! at a SNR of
29.1 dB, as in experiment 1~left-hand black bar in Fig. 2!,
would normally imply a~much! higher intelligibility at 0 dB.
This discrepancy can probably be explained by the fact that
level differences between target and masker act as a cue to
the listeners~cf. Brungart, 2001!. A low-level target voice
can easily be discerned from a single high-level masking
voice. The opposite it also true, and the result is that the
psychometric function can have a local minimum around 0
dB SNR ~see Fig. 3!. Because the SRT paradigm starts at a
low ~negative! SNR, it normally converges also to a low
SRT, except when it reaches SNRs around 0 dB: then, the
outcome becomes unpredictable. This is—we think—the
main reason why the SRT paradigm proved to be unsuccess-
ful in our second experiment, and it probably also accounts
for the very large standard deviations found for a single in-
terfering talker in experiment 1.

Quantitative comparison between the present experiment
1 ~without tactile support! and the study by Brungartet al.
~2001! with multiple simultaneous talkers~one, two, or three
interfering talkers! is difficult. The CRM paradigm they used
is more a word intelligibility than a sentence intelligibility
task. Moreover, target speech and interfering speech only
differ in three keywords. The nature and timing of target and
interfering speech is such that there is maximum masking of
the keywords, so dip listening is less probable than with our
speech material and paradigm. This is true even with a single
interfering talker, because of temporal comodulation between
target and interference. Despite the differences between the
two studies, results from both our experiment 1 and from
experiments by Brungartet al. ~2001! show a substantial de-
crease in performance for more than one interfering talker.
Our SRTs are always at~slightly! negative SNRs, and per-
formance appears to fall into one of three categories: single
interfering talker, many interfering talkers, or interfering
noise. Surprisingly, the use of noise instead of speech makes
it easier to understand the target talker, even compared to
having as many as 8 interfering talkers: the SRT decreases
from about21.5 dB to about25 dB for noise. This differ-
ence between speech and noise maskers is also clearly
present in the results of Brungartet al. ~2001! and can be
best explained by the effect of informational masking~see
also Sec. IV D below!.

C. Pitch and level differences

The results of experiment 2 show that performance
gradually improves when the difference in pitch between tar-
get and interfering voice increases~Fig. 5!. However, the
improvement is not monotonic, as can be seen in Fig. 3.
When the difference is only 2 semitones, there is virtually no
improvement compared to the condition with identical
voices. These results are not exactly in agreement with re-
sults from the study by Darwinet al. ~2003!. As mentioned
in the Introduction, they found increases of 12% up to 24%
for pitch differences of 2 and 12 semitones, respectively,
averaged over SNRs of26 to 13 dB. In our experiment 2,

averaged over28- to 14-dB SNR, the increase for a 12-
semitone pitch difference is 36%. This may be explained by
the difference in sentence material and task, but it may also
be caused by the particular talker. Darwinet al. ~2003! show
different results for four male talkers for which the perfor-
mance of the listeners can vary significantly. The largest ef-
fect of the imposed pitch differences is found for talkers with
a rather flat intonation. When a talker has a more expressive
intonation, the effect is reduced, and it can even disappear. In
another study, Bird and Darwin~1998! used monotone, natu-
ral male speech and PSOLA processing to present two sen-
tences from the same talker with pitch differences from 0 to
12 semitones. With a limited number of interfering sen-
tences, Bird and Darwin~1998! measured a maximum in-
crease in word score of about 18% and 40% for pitch differ-
ences of 2 and 12 semitones, respectively.

In summary, our results show increases in performance
for large pitch differences~12 semitones! that are generally
in line with results from other studies. Differences must be
attributed to talker characteristics, sentence material, and
methodology. For small pitch differences~2 semitones!, our
experiment does not show any improvement in intelligibility,
whereas other studies do find an improvement of over 10%.

We already mentioned that level differences in experi-
ment 1 appear to act as a cue for separating two simultaneous
voices. The results of experiment 2 indicate that a higher
level for target speech generally helps perception, but that
the results depend on pitch differences. An increase of the
SNR causes a monotonic improvement of the intelligibility
for conditions with large pitch differences of 8 and 12 semi-
tones~Fig. 3!. This monotonic relation starts to break down
for a pitch difference of 4 semitones and disappears for dif-
ferences of 2 and 0 semitones. In the latter cases, we see a
clear decrease in the scores at SNRs of24 and 0 dB. This
leads to the conclusion that if a pitch difference is large, the
cues for separating the two voices are strong enough to yield
a high intelligibility score. If, on the other hand, the pitches
are closer together, similar levels for target and interference
make separation, and hence intelligibility, more difficult.
These results are consistent with those of Brungart~2001!,
who reports large differences in performance between
different-sex or same-sex~and same-talker! conditions.
However, when manipulating only the pitch, as was done in
the study by Darwinet al. ~2003!, the differences in perfor-
mance are less clear than in the present study. Darwinet al.
~2003! could only find a similar combined effect of pitch and
level differences when they used both pitch and vocal-tract
length changes, so in fact simulating two sex-related features
of the voices. Results from the present study indicate that
pitch manipulation alone may be sufficient to induce the
level effect.

D. Energetic and informational masking

We did not record the responses of the subjects when
they had to reproduce the target sentence. So, we cannot
make a proper analysis of the errors that they made. From
our observations during the experiments we conclude that
intrusions were sometimes made, but more often subjects
would reproduce only a few words or have complete blanks.
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The subjects knew that the target and interfering sentences
consisted of meaningful, everyday speech~syntactically and
semantically correct!, so intrusions are less likely to occur
than in the CRM paradigm used by Brungart and colleagues.
We think the fact that interfering noise and speech of many
talkers yield different performances in the first experiment is
sufficient evidence for informational masking.

As discussed in Sec. IV B, speech intelligibility de-
creases when the number of interfering talkers increases, and
part of this effect can be attributed to dip listening. Momen-
tary differences in energetic masking can, of course, occur
during simultaneous presentation of target and interfering
talker~s!, as there is no fixed temporal alignment between
them. It is also plausible that informational masking reduces
as a function of the number of talkers because, when the
interference sounds more like voice babble and separate
words are not perceived clearly anymore, there is less chance
that the target voice is confounded with one of the interfering
voices.

The assumed reduction of informational masking with
four and eight interfering talkers in experiment 1 implies that
a value of the SRT is approached which must come close to
the SRT in noise. Yet, there remains a gap of some 3.5 dB, in
favor of the noise masker. We cannot explain this by differ-
ences in energetic masking. Speech babble and speech noise
have very similar short- and long-term spectro-temporal
characteristics. So, it must be assumed that there is still some
form of informational masking. A possible explanation for
this is provided by Hawleyet al. ~2004!, who make a dis-
tinction between different levels of linguistic informational
masking. In the case of one or two interfering talkers, when
the interfering speech is still intelligible, grammatical and
semantic information affect the ability of the listener to
single out the target speech. With four or eight interfering
talkers, the resulting babble can act as an informational
masker at a lower linguistic level, by claiming phonetic and
lexical processing resources even if this does not lead to any
understanding of the interfering speech.

V. CONCLUSIONS

From the present experiments on multimodal speech
perception, we can draw the following conclusions.

~1! Tactile support of diotically presented speech yields a
moderate but significant increase of intelligibility in
critical listening conditions. The observed benefit in in-
telligibility is between 0% and 27%~average 6%! and
the shift in the SRT between 0 and 2.4 dB~average 1
dB!. Although this was tested only in a limited number
of conditions, it seems that a similar benefit occurs when
temporal modulations are presented visually.

~2! The benefit due to tactile support depends on the type of
interference. It is relatively large when there are one or
two interfering talkers, but vanishes when the interfer-
ence is steady-state noise or babble. In the case that the
target and interfering voice are the same, and pitch dif-
ferences are introduced, the maximum benefit is reached
for a minimum pitch difference~0–2 semitones! and
equal average speech levels.

~3! An increasing pitch difference between target and inter-
fering speech causes a gradual increase of the intelligi-
bility. The increase is up to 36%, averaged over SNRs
from 28 to 14 dB.

~4! In conditions when target and interfering speech are
highly similar ~same voices with no or small pitch dif-
ferences!, the psychometric function becomes very shal-
low, and can even show a local minimum around 0-dB
SNR.

1The generic term ‘‘signal-to-noise ratio’’~SNR! is used throughout the
paper. Noise can be either actual noise or interfering speech. ‘‘Signal’’
stands for target speech.

2The index finger was used as the most convenient means to convey tactile
information and because there is a synchrony in the perception of the au-
ditory and tactile stimuli~Hirsh and Sherrick, 1961!.

3The statistical analyses presented here are based on the raw percentage
scores. Analysis of the arcsine-transformed scores yields essentially the
same results in terms of significance.

4Analogous to Versfeldet al. ~2000! and Plomp and Mimpen~1979!, we
tried to derive psychometric functions of the SRT data for the conditions
with one interfering talker in experiment 1. However, due to the limited
number of data per SNR over 12 subjects, it was not possible to generate
reliable slopes.
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An evaluation of vowel normalization procedures for the purpose of studying language variation is
presented. The procedures were compared on how effectively they~a! preserve phonemic
information, ~b! preserve information about the talker’s regional background~or sociolinguistic
information!, and ~c! minimize anatomical/physiological variation in acoustic representations of
vowels. Recordings were made for 80 female talkers and 80 male talkers of Dutch. These talkers
were stratified according to their gender and regional background. The normalization procedures
were applied to measurements of the fundamental frequency and the first three formant frequencies
for a large set of vowel tokens. The normalization procedures were evaluated through statistical
pattern analysis. The results show that normalization procedures that use information across
multiple vowels ~‘‘vowel-extrinsic’’ information! to normalize a single vowel token performed
better than those that include only information contained in the vowel token itself
~‘‘vowel-intrinsic’’ information!. Furthermore, the results show that normalization procedures that
operate on individual formants performed better than those that use information across multiple
formants~e.g., ‘‘formant-extrinsic’’F2-F1). © 2004 Acoustical Society of America.
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I. INTRODUCTION

In their widely cited study on vowel perception, Lade-
foged and Broadbent~1957! argue that three types of infor-
mation are conveyed when a talker pronounces a vowel
sound:~a! Phonemic information, i.e., the intended phonemic
identity of the vowel sound;~b! anatomical/physiological in-
formation about the talker’s vocal tract shape, gender, or
physiology; and~c! sociolinguistic information, i.e., informa-
tion about the talker’s group characteristics, such as regional
background or socioeconomic status. The first type of infor-
mation is related to the linguistic message, whereas the sec-
ond and the third types are talker-related. All three informa-
tion types have been found to systematically affect formant
frequencies~e.g., Peterson and Barney, 1952, for the first two
information types and Hindle, 1978 and Labov, 2001, for the
third type!.

The influence of anatomical/physiological and sociolin-
guistic talker-related factors on formant frequencies has gen-
erally been treated as unwanted variation in research on
vowel perception~Peterson and Barney, 1952; Polset al.,
1973!. Several studies aimed at eliminating the talker-related
variation by designing procedures that can be subsumed un-
der the heading of vowel, or talker, normalization~e.g., Ger-

stman, 1968; Lobanov, 1971; Nordstro¨m, 1976; Nearey,
1978; Syrdal and Gopal, 1986; Miller, 1989!.

Traditionally, vowel normalization procedures are clas-
sified according to the type of information they employ. The
procedures are defined as either vowel-intrinsic or vowel-
extrinsic ~Ainsworth, 1975; Nearey, 1989!. Vowel-intrinsic
procedures use only acoustic information contained within a
single vowel token to normalize that vowel token. These
procedures typically consist of a nonlinear transformation of
the frequency scale~log, mel, bark!, and/or a transformation
based on a combination of formant frequencies~e.g.,
F1-F10). An example of an intrinsic procedure can be found
in Syrdal and Gopal~1986!. Vowel-extrinsic procedures, on
the other hand, assume that information is required that is
distributed across more than one vowel of a talker; e.g., the
formant frequencies of the point vowels for that talker. Ex-
amples of extrinsic procedures can be found in Gerstman
~1968!, Lobanov ~1971!, Nordström ~1976!, and Nearey
~1978!. Generally speaking, vowel-intrinsic procedures were
developed with the primary aim of modeling human vowel
perception, while vowel-extrinsic procedures were devel-
oped with the purpose of obtaining higher percentages cor-
rectly classified vowel tokens for automatic speech recogni-
tion purposes.

In recent years, vowel normalization procedures have
a!Author to whom correspondence should be addressed. Electronic mail:
p.adank@student.ru.nl
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been applied in studies with a purpose other than modeling
vowel perception or improving automatic vowel classifica-
tion, i.e., in language variation studies describing the linguis-
tic characteristics of vowel systems for specific languages or
language varieties. These variation studies included vowel-
intrinsic as well as vowel-extrinsic procedures. Labov~2001!
used Nearey’s~1978! logmean procedure for the description
of the vowel system of Philadelphia. Mostet al. ~2000! used
the procedure proposed by Syrdal and Gopal~1986! to de-
scribe the Hebrew vowel system. Watsonet al. ~2000! used
Lobanov’s~1971! procedure for their description of the vow-
els of New Zealand-English. Hagiwara~1997! transformed
the formant values for the~Californian! American-English
vowels to bark, as did Deterding~1997! for the vowels of
Standard Southern British-English. Finally, Hillenbrand
et al. ~1995! transformed the vowels of American-English to
F1-F0 andF3-F2 on a mel scale.1

However, using normalization procedures in language
variation research is not without drawbacks. It has been re-
ported that some normalization procedures introduce artifi-
cial variation patterns into the description when the vowel
systems of the languages/dialects to be compared are not
phonologically equivalent~Disner, 1980!. Moreover, there
are indications that applying normalization procedures re-
duces sociolinguistic variation in the acoustic representation
along with the anatomical/physiological variation~Hindle,
1978!. However, Labov~2001!, evaluated the same two pro-
cedures as Hindle~1978!, ~i.e., Nearey, 1978 and Nordstro¨m,
1976! and stated that Hindle’s conclusion was too strong and
that most of the sociolinguistic variation was retained in the
normalized data after normalization using Nearey’s proce-
dure.

The purpose of the present study is to establish to what
extent vowel normalization procedures are suitable for use in
language variation research and which~type of! procedure
performs best. We attempted to extend earlier studies that
compare vowel normalization procedures, such as Hindle
~1978!, Disner ~1980!, Syrdal and Gopal~1986!, Nearey
~1989!, and Labov~2001! and to evaluate how well the pro-
cedures preserve sociolinguistic variation in normalized
vowel data. Although the earlier studies can be said to have
evaluated normalization procedures on how well they pre-
serve sociolinguistic differences, they are limited in that a
small number of talkers was used~Hindle, 1978; Labov,
2001!, or in that the vowel systems that were compared were
not phonologically equivalent~Disner, 1980!.

We compared a set of eleven normalization procedures
to a baseline condition~no normalization, i.e., formant fre-
quencies in Hz! using measurements of the nine monoph-
thongal vowels of Dutch, produced by 160 talkers of Dutch
who were stratified for their gender and regional background.
For each vowel token, the fundamental frequency and the
frequencies of the first three formants were measured. Sub-
sequently, we applied the procedures to the acoustic mea-
surements, thus generating eleven normalized representa-
tions of the vowel data. These representations were
compared on how well they preserved phonemic and socio-
linguistic information and to what degree they succeeded in

reducing anatomical/physiological information in each repre-
sentation as compared to the other representations.

II. METHOD

A. Speech material

We used a database of measurements previously de-
scribed in Adanket al. ~2004! and in Adank~2003!. These
materials consist of recordings of 160 talkers of Dutch who
were stratified for their regional background~speaking one
of eight regional varieties of Standard Dutch! and their gen-
der. The talkers can be regarded as professional language
users, as they were all teachers of Dutch at secondary edu-
cation institutes at the time the recordings were made. All
160 talkers produced two tokens of each of nine monoph-
thongal vowels of Dutch, /Ä ~ } ( { Å É + Ñ/, in a neutral /sVs/
context.

Two speech communities were distinguished: The Neth-
erlands and Flanders~Belgium!. Two different varieties of
Dutch can be identified: Northern Standard Dutch as spoken
in the Netherlands, and Southern Standard Dutch as spoken
in Flanders. The pronunciation of the two varieties has
evolved differently from the time the Dutch area was split up
in the 19th century. See Van de Veldeet al. ~1997! for a
detailed overview. The 160 talkers were sampled across four
regions per speech community: A central region, an interme-
diate region, and two peripheral regions. The central region
is the economically and culturally dominant region in each
speech community. For the Netherlands, the central region is
the west, consisting of the provinces of North Holland,
South Holland and Utrecht, also known as ‘‘the Rand-
stad.’’ The cities Amsterdam, Rotterdam, Utrecht, and The
Hague are part of the Randstad. In Flanders, the central re-
gion is ‘‘Brabant.’’ Brabant comprises the Belgian provinces
Antwerpen and Flemish Brabant, with the cities of Antwer-
pen and Leuven, respectively. The intermediate region in the
Netherlands encloses the southern part of the province Geld-
erland and part of the province Utrecht. The intermediate
region in Flanders is the province East Flanders. In the Neth-
erlands, the two peripheral regions are the province Limburg,
in the south of the Netherlands, and the province Groningen,
in the north of the Netherlands. The two peripheral regions
for Flanders are the provinces~Belgian! Limburg and West
Flanders. In each of the eight regions, recordings were made
of twenty talkers, ten women and ten men.

The vowel tokens were recorded as a task in a so-called
‘‘sociolinguistic interview’’ in which vowels and consonants
were elicited in a wide variety of tasks. All target vowels
were produced in a carrier sentences task, which was re-
peated twice in the course of the interview. The vowels were
available in three different consonantal contexts~CVC,
CVCV, or V!. The vowels in the CVC contexts~/sVs/! were
selected for further processing. In total, 2880 vowel tokens
were recorded: Two tokens of each of the nine monophthon-
gal Dutch vowels, produced by 160 talkers.

Recording conditions were different for each of the talk-
ers. Some were interviewed in an empty classroom and oth-
ers were interviewed at their own home. Due to these differ-
ences in recording conditions, in rare cases, background
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noises were audible. Whenever this was the case, the speech
segment was excluded from further analysis.

F0, F1, F2, andF3 were extracted from each token’s
temporal mid point.F0 was extracted automatically with the
speech-processing software program Praat using an
autocorrelation-based procedure that was evaluated as the
best option available in Praat~Boersma, 1993!. The formant
frequencies were obtained through a semiautomatic proce-
dure developed by Neareyet al. ~2002!. For further details of
the process through which the acoustic measurements were
obtained, see Adanket al. ~2004! and Adank~2003!.

B. Selection of normalization procedures

Only normalization procedures that were described in
previously published studies on acoustic vowel normaliza-
tion were selected. A variety of studies evaluate the perfor-
mance of procedures, either for use in language variation and
change~Hindle, 1978; Disner, 1980!, for a phonetic theory of
vowel perception~Nearey, 1978, 1992; Syrdal, 1984; Nearey,
1978!, or for automatic speech recognition~Deterding,
1990!. We included all procedures described in these six
studies that take formant frequencies as their input and that
generate output in the form of normalized versions of those
formant frequencies.2 Table I lists the selected procedures.

Each procedure was implemented as follows. HZ, or the
baseline condition, refers to the frequencies for the funda-
mental frequencyF0 and formant frequenciesF1 through
F3. LOG refers to log-transformedF0 throughF3 in Hz.
BARK, the bark-transformation of the baseline, was imple-
mented with Traunmu¨ller’s ~1990! Eq. ~1!.3 We decided to
use this transformation, because Traunmu¨ller ~1990! shows
that his equation fits Zwicker’s~1961! table of critical bands
better than Zwicker and Terhardt’s~1980!

Fi
B526.813S Fi

19601Fi
D20.53. ~1!

Fi in ~1! is F0, F1, F2, or F3. The mel-transformed data,
MEL, was obtained by transformingF0 throughF3 using
Stevens and Volkmann’s~1940! equation as in~2!

Fi
M525953 lnS 11

Fi

700D . ~2!

The ERB-transformation was implemented using Glasberg
and Moore’s~1990! Eq. ~3!.

Fi
E521.43 ln~0.004 373Fi11!. ~3!

Syrdal and Gopal’s bark-distance transformation~S & G!
was implemented by first transformingF0 throughF3 to
bark using~1! and subsequently by applying Eqs.~4! and~5!.
Syrdal and Gopal~1986! originally used Zwicker and Ter-
hardt’s ~1980! bark-transformation, while we used Traun-
müller’s ~1990! for reasons stated above. We chose to use
one type of bark-transformation in the present study; as a
consequence Syrdal and Gopal’s procedure was implemented
with a bark-transformation different from the one they used
in their 1986 paper.

F1
S&G5F1

B2F0
B , ~4!

F2
S&G5F3

B2F2
B . ~5!

Gerstman’s~1968! normalization~GERSTMAN! was calcu-
lated forF0 throughF3 as in~6!

Fti
Gerstman59993

Fti2Fti
min

Fti
max2Fti

min
, ~6!

whereFti
min is the minimum value ofFi for all nine vowels

for talker t and Fti
max is the maximum ofFi for the nine

monophthongal vowels for that talker. Lobanov’s~1971!
z-score transformation was calculated forF0 throughF3 as
in Eq. ~7!

Fti
Lobanov5

Fti2m t i

d t i
, ~7!

wherem t i is the average formant frequency across the nine
monophthongal vowels for talkert andd t i refers to the stan-
dard deviation for averagem t i . Nearey’s~1978! single log-
mean~NEAREY1! was calculated forF0 throughF3 as in
Eq. ~8!

Fti
Nearey15Fti

L 2mD
ti
L , ~8!

whereFti
L is the log-transformed value ofFi for talker t and

mD
ti
L is the average across the log-transformed formant fre-

quencies across the nine vowels for that talkert. NEAREY1
uses a separate scale factor for each formant. Nearey’s
~1978! shared logmean~NEAREY2! uses a scale factor that
is identical across formants. NEAREY2 was calculated for
F0 throughF3 as in~9!.

Fti
Nearey25Fti

L 2~mD
0t
L 1mD

1t
L 1mD

2t
L 1mD

3t
L !. ~9!

The shared logmeanFti
Nearey2 is thus based on the four log-

means forF0, F1, F2, F3 (mD
0t
L , mD

1t
L , mD

2t
L , andmD

3t
L ) in

Eq. ~9!. Each log-transformedF0 or formant frequency is
expressed as its distance to the shared logmean for a given
talker t. Nordström’s ~1976! vocal-tract scaling, or NORD-
STRÖM, was calculated as in~10! and ~11!

Fi
Nordström5kFi

female, ~10!

TABLE I. The selected procedures, divided according to whether they use
vowel-intrinsic or vowel-extrinsic information.

Vowel-intrinsic procedures

HZ baseline condition, formant frequencies in Hz
LOG log-transformation of the frequency scale
BARK bark-transformation of the frequency scale
MEL mel-transformation of the frequency scale
ERB ERB-transformation of the frequency scale
S & G Syrdal and Gopal’s~1986! bark-distance model

Vowel-extrinsic procedures

LOBANOV Lobanov’s ~1971! z-score transformation
NEAREY1 Nearey’s~1978! single logmean procedure
NEAREY2 Nearey’s~1978! shared logmean procedure
GERSTMAN Gerstman’s~1968! range normalization
NORDSTRÖM Nordström’s ~1976! vocal-tract scaling
MILLER Miller’s ~1989! formant-ratio model
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k5
Lmale

L female
5

mF3

male

mF3

female
, ~11!

where the scaling factork in ~11! expresses the ratio of the
lengthL female of the average female vocal tract to the length
Lmale of the average male vocal tract.k is calculated across
all vowel tokens with anF1 greater than 600 Hz~across all
160 talkers!, mF3

male is the averageF3 for all male talkers

calculated across all vowel tokens withF1.600 Hz and
mF3

female is the averageF3 for all female talkers calculated

across all vowel tokens withF1.600 Hz. All values ofF0
throughF3 for the female talkers were subsequently trans-
formed using ~10!. Finally, Miller’s ~1989! formant-ratio
model was implemented using Eqs.~12!–~15!.

F1t
Miller5S F1t

L

SRD , ~12!

F2t
Miller5S F2t

L

F1t
L D , ~13!

F3t
Miller5S F3t

L

F2t
L D , ~14!

SR5kS mF
0t
L

k
D 1/3

, ~15!

SR in ~15! expresses Miller’s talker-specific ‘‘Sensory refer-
ence,’’ which was calculated using the geometric average of
all values ofF0 for talkert, expressed bymF

0t
L . The constant

k reflects the geometric average of the overall averageF0
across the 80 male~148 Hz! and 80 female talkers~234 Hz!
and was set to 186 Hz for the present study.

III. RESULTS

A. Preserving phonemic variation

A series of discriminant analyses was carried out to es-
tablish how well the normalization procedures preserved in-
formation about the vowel token’s intended phonemic iden-
tity in the normalized acoustic variables~two variables for S
& G, three for MILLER, and four for all other methods!. The
acoustic variables served as predictors, while the intended
vowel category, having nine possible values, was the depen-
dent variable. A high percentage correctly classified vowel
tokens indicates that the procedure succeeded at preserving
phonemic variation.

Discriminant analysis~DA! is a standard pattern recog-
nition technique that uses the pooled within-groups covari-
ance matrix of the acoustic variables to classify cases. Linear
discriminant analysis~LDA ! assumes that the within-groups
covariance matrices are equal across categories. If the data
do not meet this assumption~which often holds for vowel
formant frequencies!, Quadratic discriminant analysis~QDA!
is the appropriate analysis. However, although QDA theoreti-
cally models the individual vowel distributions more accu-
rately, it has the drawback that it requires much larger num-
bers of parameters to be estimated than LDA, thus risking

overfitting the data. Therefore, LDA as well as QDA were
carried out. The results are presented in Table II.

Table II shows, first, that the percentages correctly clas-
sified vowel tokens for QDA 1 are only 1% to 2% higher
than those for LDA 1. Given the parsimony of the LDA
model relative to QDA, we decided to use LDA instead of
QDA in the rest of this study. Second, it appears for LDA 1
that five procedures performed better than the baseline~HZ!
and two procedure performed worse. LOBANOV~92%! and
NEAREY1 ~90%! preserved the phonemic variation in the
data best of all procedures, followed by GERSTMAN~84%!,
NORDSTRÖM ~82%!, and NEAREY2 ~82%!, while
MILLER ~76%! and S & G~69%! performed poorest of all.
No significant improvement over the baseline was found for
the scale transformations LOG, BARK, ERB, and MEL.

Disner ~1980! compared four procedures with raw data
in Hz: Gerstman’s range normalization~1968!, Lobanov’s
z-transformation ~1971!, Nearey’s logmean procedure
~1978!, and Harshman’s~1970! PARAFAC model~not dis-
cussed in the present study!. She applied these procedures to
vowel data from six Germanic languages: English, Norwe-
gian, Swedish, German, Danish, and Dutch. Disner calcu-
lated the percentage of scatter reduction of the formant fre-
quencies per vowel in anF1/F2 plot per procedure. Her
results show, although no specific procedure is the most ef-
fective for all the languages, that Nearey’s procedure is gen-
erally the most effective~especially for Danish and Dutch!.
Lobanov’s procedure is slightly less effective than Nearey’s,
followed by Gerstman’s. Overall, our results seem compat-
ible with Disner’s.

Syrdal ~1984! compared eight normalization procedures
with raw data in Hz: The log-transformation, the bark-
transformation, Syrdal’s bark-difference model~1984!, two
versions of Miller ~1980!, two versions of Nearey’s~1978!
procedure, and Gerstman~1968!. She applied them to Peter-
son and Barney’s~1952! data set and calculated the percent-
age correctly classified vowel tokens from LDA. Overall, our
results in Table II show a pattern similar to Syrdal’s. Syrdal
reports that Nearey’s procedure~similar to NEAREY1! per-

TABLE II. Percentages correctly classified vowel tokens for LDA 1 and
QDA 1 on the pooled data from 160 talkers. The dependent variable for each
analysis is vowel category andF0 throughF3 served as predictors. For
LDA 1, all percentages higher than 81%, indicated by ‘‘↑

,’’ or lower than
77%, ‘‘↓,’’ ~all percentages are rounded off to the nearest whole number! are
significantly different from the baseline condition~HZ!. For QDA 1, this is
83% and 79%, respectively.

LDA 1 QDA 1

HZ 79 81
LOG 80 81

Vowel-intrinsic BARK 80 82
ERB 80 82
MEL 80 82
S & G 69↓ 70
LOBANOV 92↑ 93↑

NEAREY1 90 91↑

Vowel-extrinsic NEAREY2 82↑ 83
GERSTMAN 84↑ 86↑

NORDSTRÖM 82↑ 84↑

MILLER 76↓ 77
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formed best, while we found that NEAREY1 performed sec-
ond best, after LOBANOV~not evaluated by Syrdal!. One
major difference between Syrdal’s results and our results is
that Syrdal reports that the bark-difference procedure~nearly
identical to S & G! performed better~85.9%! than her base-
line condition ~82.3%!, while we found that S & G per-
formed poorer than the baseline. This discrepancy may be
partly attributed to differences in the implementation of the
bark-transformation: Syrdal used Zwicker and Terhardt’s
~1980! and we used Traunmu¨ller’s ~1990!. Furthermore, we
used talkers of Dutch and Syrdal’s talkers spoke American
English. Dutch may be one of the languages that cannot be
described adequately by S & G’s second dimension@cf. Eq.
~5!#. Syrdal and Gopal~1986! stated that the critical distance
for the front-back dimension@cf. Eq.~4!# is language-specific
and that this distance is not a language-universal measure
reflecting front-back vowel distinctions.

B. Reducing anatomical Õphysiological variation

Three LDAs were carried out~LDA 2–4! to establish to
what extent anatomical/physiological gender-related varia-
tion was eliminated from the transformed data. LDA 2 evalu-
ated whether information on the talker’s gender was present
in all four procedures’ output. For LDA 2, the procedures’
output variables served as predictors. LDA 3 and LDA 4
were carried out to investigate whether differences between
the procedures found for LDA 2 could be attributed for the
most part to gender-specificF0-differences, or to differences
in the formant frequencies. In LDA 3,F0 served as the sole
predictor, andF1, F2, andF3 served as predictors in LDA 4.
For all three LDAs, it is assumed that a procedure is success-
ful at eliminating gender-related anatomical/physiological
variation when performing at chance level~50%!.

Table III shows the results for LDA 2–4. For LDA 2,
93% of the vowel tokens were categorized correctly~i.e., as
spoken by a male or female talker! for HZ, indicating that
the raw measurements display considerable anatomical/
physiological variation. Only LOBANOV, NEAREY1, and
GERSTMAN performed at chance level for LDA 2, the other

procedures did not eliminate all gender-specific variation. In
particular, the scale transformations did not remove any
gender-related variation. The results for LDA 3 show first
that F0 displays a lot of gender-specific variation; for HZ
89% of the vowel tokens could be classified correctly when
only F0 was entered as a predictor variable. The variation in
F0 stems most likely from differences in the anatomy and
physiology of the larynx of males and females. The pattern
in the results for LDA 3 is similar to the pattern found for
LDA 2: LOBANOV, NEAREY1, and GERSTMAN per-
formed best~at chance level!, while all the other procedures
perform above chance level. Finally,F1, F2, andF3 display
anatomical/physiological gender-related variation as well, al-
though less thanF0. This variation probably originates from
differences in vocal-tract length between males and females.
NORDSTRÖM, a procedure designed to account for vocal-
tract length differences, eliminated gender-related variation
completely. Recall that LDA 3 showed that NORDSTRO¨ M
was not successful at eliminating the~larynx-related!
anatomical/physiological variation inF0.

Syrdal~1984! carried out an LDA that classified the data
as having been produced by a man, woman, or a child. The
results in our Table III are compatible with the results in
Syrdal’s~1984! Table II. For the procedures that are common
to our study and Syrdal’s study, Syrdal found that Nearey’s
and Gerstman’s procedures performed best~at chance level!,
while the other procedures performed above chance level.

C. Preserving sociolinguistic variation

The 160 talkers were stratified for regional background
~eight regional varieties!. LDA 5 served to establish to what
extent regional~sociolinguistic! variation was preserved in
the transformed acoustic representations of the vowel data.
F0 throughF3, transformed through each normalization pro-
cedure, were entered as predictors. Region served as the de-
pendent variable, having eight levels. The analysis was re-
peated for each of the nine vowels, to eliminate the effect of
the vowel token’s category. If a certain procedure brought a
classification level down from a value above chance level

TABLE III. Percentages correctly classified vowel tokens for LDA 2–4 on the pooled data from 160 talkers.
The dependent variable for each analysis is gender~chance level 50%!. For LDA 2, all percentages lower than
92% differ significantly from the baseline~HZ!. For LDA 3, this is 87%, and for LDA 4, this is 78%. For all
LDAs, percentages lower than 53% indicate performance at chance level~labeled with ‘‘* ’’ !. LDAs 3 and 4
were not carried out for S & G and MILLER; these procedures do not useF0, or F1-F3 in the same way as
the other procedures@cf. Eqs.~4–5! and ~12–15!#.

Predictor variables
LDA 2

F0, F1, F2, F3
LDA 3

F0
LDA 4

F1, F2, F3

HZ 93 89 80
LOG 93 89 80

Vowel-intrinsic BARK 93 89 80
ERB 93 89 80
MEL 92 89 80
S & G 53* ¯ ¯

LOBANOV 50* 51* 51*
NEAREY1 50* 51* 49*

Vowel-extrinsic NEAREY2 81 78 69
GERSTMAN 53* 53* 51*
NORDSTRÖM 83 82 52*
MILLER 79 ¯ ¯
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~12.5%!, it must be concluded that the procedure reduces
systematic sociolinguistic variation related to the talker’s re-
gional background.

Table IV shows the results for LDA 5. It can first be
observed, that the percentages correctly classified vowel to-
kens are generally above chance level across all procedures,
indicating that none of the investigated procedures elimi-
nated all sociolinguistic variation. Second, some differences
between procedures can be observed: S & G eliminated more
sociolinguistic variation than the other procedures, followed
by GERSTMAN and MILLER, LOBANOV, and
NEAREY1. Procedures that reduce anatomical/physiological
variation most effectively show a larger reduction of the so-
ciolinguistic variation. Furthermore, this reduction is not uni-
form across vowels for a given procedure~e.g., LOBANOV
shows a large reduction for /a/ and a small reduction for /}/!.
Table IV shows finally that /}/, /(/, and /+/ display the most
regional variation. The point vowels /a/ and /i/ show little
regional variation, while /u/ shows slightly more variation.

D. Comparing the sources of variation

The LDA-based analyses presented in the previous sec-
tion treat the normalization issue as a pattern recognition
problem: How accurately can vowel identity, talker-gender,
and regional background be recognized from the normalized
acoustic data. The present analysis is based on the reverse
approach: how much of the variation in the normalized data
can be explained from the three factors vowel, talker-gender,
and regional background. Several Multivariate Analyses of
Variance ~MANOVA ! were carried out to reveal how the
procedures deal with the variation in the acoustic measure-
ments related to the three variation sources~phonemic,
anatomical/physiological, and sociolinguistic!. In each
MANOVA, the talker’s gender~‘‘Gender’’!, the talker’s re-
gional background~‘‘Region’’ !, and the vowel token’s cat-
egory ~‘‘Vowel’’ ! were used to predict the variation in the
transformed acoustic variables. Only the baseline procedure
HZ and the three procedures that were most successful at
preserving phonemic variation and reducing anatomical/
physiological variation, LOBANOV, NEAREY1, and
GERSTMAN, were included. The MANOVAs were repeated

three times, once withF0, F1, F2, F3 as dependent vari-
ables, once withF1, F2, F3, and once with onlyF1 andF2.
This was done to evaluate the effect of eliminatingF0, and
F0 as well asF3, from the analysis. The multivariate mea-
sure of effect size for each set of factors and interaction
terms wash2, which reveals the proportion of the total varia-
tion in the dependent variable that is accounted for by the
variation in the independent variable. The significance level
was estimated using Pillai’s trace.4

A high value for h2 in Table V for the factor Vowel
indicates that a lot of the phonemic variation in the depen-
dent variables can be predicted by the vowel categories, in-
dicating the preservation of phonemic variation in the acous-
tic variables. Subsequently, a low value ofh2 for the factor
Gender indicates that there is relatively little anatomical/
physiological gender-related variation present in the depen-
dent variables. Finally, a high value forh2 for the interaction
between Vowel and Region indicates that sociolinguistic~re-
gional! variation is preserved in the dependent variables. The
interaction between Region and Vowel gives a better indica-
tion about the presence of regional variation in the data than
the factor Region by itself. It seems likely that~large! effects
for Region would only be found if the size and shape of the
entire vowel systems differ across regions. This does not
seem plausible, given the results in Table IV for the cardinal
vowels /a/ and /i/, which were relatively stable across re-
gions. Instead, a significant effect ofh2 for Vowel3Region
indicates that some vowels show more regional variation
than others, which seems plausible, given the relatively high
percentages of /}/, /(/, and /+/ in Table IV.

Table V shows thath2 is highest for the factor Vowel
across all procedures. Only for HZ, the largest variation in
the dependent variables could be accounted for by the factor
Gender~for F0 throughF3, Gender shows a larger effect
than Vowel!. In contrast, there is no effect for Gender for
LOBANOV and NEAREY1, and only a very small effect for
GERSTMAN. This corroborates the earlier finding that these
three procedures effectively removed all anatomical/
physiological variation from the acoustic measurements. No
significant effects were found for Region for LOBANOV
and NEAREY1, and relatively small effects for HZ and

TABLE IV. Results for LDA 5: Percentages of vowel tokens that were classified into the correct region, for each vowel category, for each normalization
procedure. The number of cases per vowel category is 320. Percentages higher than 18%~rounded! are significantly higher than chance level~12.5%!,
percentages at chance level are indicated with ‘‘* ’’.

/Ä/ /a/ /}/ /(/ /i/ /Å/ /u/ /+/ /y/ Average

Vowel-
intrinsic

HZ 27 23 36 35 29 29 33 38 26 31
LOG 26 20 37 33 26 31 33 36 26 30
BARK 27 22 35 34 26 29 33 37 27 30
ERB 26 22 35 34 26 30 33 37 27 30
MEL 27 22 35 33 26 29 33 37 25 30
S & G 22 19 32 30 20 25 25 28 22 25

Vowel-
extrinsic

LOBANOV 26 18 35 31 28 27 32 25 31 28
NEAREY1 23 19 34 31 29 29 33 31 28 28
NEAREY2 28 20 27 35 31 31 30 32 25 30
GERSTMAN 25 22 36 34 19 26 25 31 26 27
NORDSTRÖM 27 21 37 33 29 30 33 34 27 30
MILLER 23 17* 35 31 31 25 29 32 23 27
Average 26 20 35 33 26 28 31 33 26 29

3104 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Adank et al.: Comparing vowel normalization procedures



GERSTMAN. In the light of the discussion of the relevance
of the effect for Region versus Vowel3Region, the small
effects for HZ and GERSTMAN should not be overrated.
Table V shows relatively large effects for all four procedures
for Vowel3Region. The effects are largest for LOBANOV
and GERSTMAN, indicating that a larger proportion of the
sociolinguistic variation in the data can be accounted for
after transforming data with these two procedures. Table V
shows further that excludingF0 from the analysis leads to
higher values forh2 for all four MANOVAs for Vowel and
Vowel3Region. ExcludingF0 as well asF3 results in even
higher values forh2 for Vowel and Vowel3Region.5 In sum-
mary, it appears from Table V that, after normalization with
LOBANOV and GERSTMAN, the phonemic and the socio-
linguistic variation are preserved best of all four procedures
in the dependent variables, while the gender-related
anatomical/physiological variation appears to be minimized.

IV. DISCUSSION

The aim of this study was to establish to what extent
procedures for vowel normalization are suitable for use in
language variation research. We carried out three evaluations
using eleven normalization procedures that were applied to
Dutch vowel data from talkers who were stratified for the
factors region and gender.

The procedures were first evaluated on how well they
preserved phonemic variation in the transformed vowel data,
second on how well they reduced anatomical/physiological
variation, and third on how well they preserved sociolinguis-
tic ~regional! variation. Given the results for these compari-
sons, it can be concluded that procedures for vowel normal-
ization can be useful tools in dealing with~unwanted!
anatomical/physiological talker-specific variation in studies
investigating regional variation in vowel systems. However,
this is only valid for a subset of the procedures evaluated:
LOBANOV, or Lobanov’s ~1971! z-score transformation,
NEAREY1, or Nearey’s~1978! single logmean procedure,
and GERSTMAN, or Gerstman’s~1968! range transforma-
tion. These three procedures were found to preserve phone-
mic variation best, reduce anatomical/physiological variation
most effectively, while at the same time preserving nearly all
sociolinguistic variation in the acoustic measurements. After

comparing the three sources of variation~vowel, region, and
gender! by multivariate analysis, LOBANOV turned out to
be the best procedure, although the difference with
NEAREY1 is relatively small.

Although this paper does not aim to develop a theory of
how listeners normalize vowels, below we discuss the results
from a perceptual perspective. Our finding that the three
most successful procedures are all vowel-extrinsic proce-
dures and the least successful procedures are all vowel-
intrinsic procedures is surprising, because it has been sug-
gested that intrinsic procedures reflect or resemble processes
involved in human speech perception better than extrinsic
procedures~Syrdal and Gopal, 1986!. Vowel-intrinsic models
were considered to be more suitable as models for human
vowel perception because they, in analogy with human lis-
teners~e.g., Assmannet al., 1982!, can normalize a single
vowel from a speaker without information about other vow-
els from that speaker~Nearey, 1989!. Vowel-extrinsic proce-
dures, on the other hand, generally require information
across multiple vowels~if not all! per speaker to calculate the
scale factors necessary for the normalization. Thus, to nor-
malize one vowel from a speaker, the procedure first has to
know all other vowel positions of that speaker. Nevertheless,
it should not be overlooked that listeners have had years of
exposure to different talkers’ voices before being able to cat-
egorize vowel tokens effectively. Even if listeners are pre-
sented with a new speaker, they may use their experience of
hearing other, perhaps similar, voices. Given our results for
the three vowel-extrinsic procedures, we hypothesize that
LOBANOV, NEAREY1, and GERSTMAN can account for
the listeners’ experience through the use of scaling factors
that model the distribution of other vowels produced by the
same talker.

But why did some of the vowel-intrinsic procedures per-
form so poorly? For instance, Syrdal and Gopal’s~1986! S &
G performed poorer than raw data in Hz at most tasks evalu-
ated. Overall, the poor performance of this procedure can be
attributed to the fact that it did not succeed in clustering the
transformed vowel data as effectively as most vowel-
extrinsic procedures. However, another explanation may be
that it incorporates information across different formants
~e.g., F3-F2) for a given vowel token. The overall results

TABLE V. Results for the four multivariate analyses of variance:h2 for each significant factor, for each of the four procedures (p,0.001). Values ofh2 not
significantly different from 0 are not included. For each procedure, the analysis is repeated for three different sets of dependent variables. The number of
tokens per analysis is 2880.

h2

HZ LOBANOV NEAREY1 GERSTMAN

F0 F1
F2 F3

F1 F2
F3 F1 F2

F0 F1
F2 F3

F1 F2
F3 F1 F2

F0 F1
F2 F3

F1 F2
F3 F1 F2

F0 F1
F2 F3

F1 F2
F3 F1 F2

Vowel 0.527 0.695 0.893 0.579 0.760 0.932 0.556 0.731 0.914 0.568 0.743 0.917
Region 0.075 0.080 0.063 ¯ ¯ ¯ 0.041 0.051 0.067 ¯ ¯ ¯

Gender 0.770 0.656 0.537 ¯ ¯ ¯ 0.018 0.014 0.014 ¯ ¯ ¯

Vowel3Region 0.120 0.151 0.183 0.150 0.190 0.236 0.126 0.159 0.200 0.139 0.173 0.207
Vowel3Gender 0.064 0.079 0.108 0.014 0.017 0.019 0.011 0.014 0.016 0.019 0.024 0.025
Region3Gender 0.017 0.010 0.011 ¯ ¯ ¯ 0.016 0.016 0.019 ¯ ¯ ¯

Vowel3Region3
Gender

0.031 0.036 0.036 0.030 0.032 ¯ ¯ ¯ ¯ 0.039 0.043 0.039

Vowel3Region3
Gender

¯ ¯ ¯ 0.030 0.033 0.033 ¯ ¯ ¯ 0.029 0.033 0.032
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show that vowel-extrinsic procedures that incorporate infor-
mation across formants~NEAREY2, NORDSTRO¨ M, and
MILLER ! perform poorer than those who include only infor-
mation within formants~LOBANOV, NEAREY1, and GER-
STMAN!. This pattern is especially clear for NEAREY1 and
NEAREY2, which differ only in that NEAREY2 includes
information across formants, while NEAREY1 does not.
Summarizing, we find that procedures using information
across vowels performed better than procedures using only
information within vowels and procedures using information
within formants performed better than those using informa-
tion across formants. Given this pattern in the results, we
suggest to expand the traditional intrinsic/extrinsic division
of procedures to the formants. This way, formant-intrinsic
and formant-extrinsic categories are distinguished as well as
vowel-intrinsic and vowel-extrinsic categories. The proce-
dures that were evaluated in the present paper are classified
according to this extended division in Table VI.

In conclusion, vowel-extrinsic, formant-intrinsic nor-
malization procedures can be useful and accurate tools for
research investigating language variation. Application of
these normalization procedures to the measurements of the
fundamental frequency. The frequencies of the first three for-
mants produced by different talkers eliminates anatomical/
physiological variation. The variation that remains in the
data is either phonemic or sociolinguistic in nature. Normal-
ization is especially useful when data from male and female
talkers is to be compared, as the successful procedures elimi-
nated all variation related to the talker’s gender. An addi-
tional benefit for language variation research is that the most
successful procedures are also the easiest to implement. Fi-
nally, Hindle’s ~1978! concern, applying normalization pro-
cedures may reduce sociolinguistic variation in the acoustic
representation along with the anatomical/physiological varia-
tion, does not generally hold. Instead, it appears that our
results for LOBANOV, NEAREY1, and GERSTMAN con-
firm results reported in Labov~2001!: most sociolinguistic
variation was retained in the normalized data.
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were all four evaluated in Deterding~1990!, and Harshman~1970!, as
described in Disner~1980!.

3Traunmüller ~1990! provides a low frequency correction as well as a high
frequency correction. We decided not to use either for the following rea-

sons. First, although the low frequency correction ensures that the trans-
formed data resembles the rounded values of Zwicker’s~1961! table more
closely, Traunmu¨ller ~1990! states that the uncorrected form approximates
the actual empirical data in Zwickeret al. ~1957! more closely at low
frequencies. Second, the high frequency correction aims to reduce inaccu-
racies above 20.1 Bark~around 8 kHz!, but we were only interested in the
frequency regions up to 4 kHz.

4One of the appropriate tests available in multivariate analysis of variance,
used for reflecting the proportion of the variance in the dependent variable
that can be accounted for, given the independent variable~s!. See Stevens
~1979!.

5It may suffice to use onlyF1 andF2 to describe the data acoustically. To
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This study investigated acoustic-phonetic correlates of intelligibility for adult and child talkers, and
whether the relative intelligibility of different talkers was dependent on listener characteristics. In
experiment 1, word intelligibility was measured for 45 talkers~18 women, 15 men, 6 boys, 6 girls!
from a homogeneous accent group. The material consisted of 124 words familiar to 7-year-olds that
adequately covered all frequent consonant confusions; stimuli were presented to 135 adult and child
listeners in low-level background noise. Seven-to-eight-year-old listeners made significantly more
errors than 12-year-olds or adults, but the relative intelligibility of individual talkers was highly
consistent across groups. In experiment 2, listener ratings on a number of voice dimensions were
obtained for the adults talkers identified in experiment 1 as having the highest and lowest
intelligibility. Intelligibility was significantly correlated with subjective dimensions reflecting
articulation, voice dynamics, and general quality. Finally, in experiment 3, measures of fundamental
frequency, long-term average spectrum, word duration, consonant–vowel intensity ratio, and vowel
space size were obtained for all talkers. Overall, word intelligibility was significantly correlated with
the total energy in the 1- to 3-kHz region and word duration; these measures predicted 61% of the
variability in intelligibility. The fact that the relative intelligibility of individual talkers was
remarkably consistent across listener age groups suggests that the acoustic-phonetic characteristics
of a talker’s utterance are the primary factor in determining talker intelligibility. Although some
acoustic-phonetic correlates of intelligibility were identified, variability in the profiles of the ‘‘best’’
talkers suggests that high intelligibility can be achieved through a combination of different
acoustic-phonetic characteristics. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1806826#

PACS numbers: 43.71.Bp, 43.71.Es, 43.70.Gr@PFA# Pages: 3108–3118

I. INTRODUCTION

Many studies have sought to determine acoustic-
phonetic correlates of speech intelligibility. The finding of
robust and consistent acoustic-phonetic correlates would
have implications for the development of speech enhance-
ments that will potentially benefit listener populations with
degraded intelligibility~e.g., individuals with impaired hear-
ing, second language learners!. The characterization of
speaker clarity is also important for the selection of talkers
used in standard speech audiometric materials and in speech
technology applications.

Previous studies on the acoustic-phonetic correlates of
talker intelligibility have involved relatively small numbers
of talkers and listeners. Because a listener’s experience with
a talker’s dialect is likely to affect talker intelligibility~e.g.,
Evans and Iverson, 2004!, these studies have been carried
out with listeners and talkers from a same dialect group.

Some studies have assessed the intelligibility of a range of
different talkers in order to find ‘‘intrinsically clear’’ talkers,
i.e., talkers who are of relatively higher intelligibility for
given speech materials than other talkers with a similar pro-
file. Others have compared the intelligibility of ‘‘casual’’ and
‘‘clear’’ speaking styles for a same talker or group of talkers
and have therefore focused on the acoustic-phonetic charac-
teristics of ‘‘deliberately clear’’ speech. In a study of ‘‘intrin-
sically clear’’ speech with only five talkers, intelligibility was
found to be related to word and vowel duration, size of
vowel space and cues to consonantal contrasts~Bond and
Moore, 1994!, and it was claimed that ‘‘intrinsically clear’’
speech shared common characteristics with ‘‘deliberately
clear’’ speech. Using intelligibility data obtained for ten male
and ten female adult talkers of American English, Bradlow
et al. ~1996! found the intelligibility of key words in Harvard
sentences~Fisheret al., 1986! to be correlated with a number
of global and fine-grained acoustic characteristics. These in-
cluded fundamental frequency~F0! range, measures reflect-
ing vowel space size~range in F1, vowel space dispersion,
F2-F1 distance for /i/ and F2-F1 distance for /a/!, and preci-
sion of articulation at the fine-grained acoustic-phonetic
level. It was concluded that an ‘‘intrinsically clear’’ talker
was likely to have the following profile: ‘‘a woman who
produces sentences with a relatively wide range in funda-
mental frequency, employs a relatively expanded vowel

a!Portions of this work were presented in Hazan, V. and Markham, D.
~2002!. ‘‘The perception of speaker characteristics in adults and children,’’
in Phonetics and its Applications. Festschrift for Jens-Peter Koester on the
Occasion of this 60th Birthday, edited by A. Braun and H. R. Masthoff
~Steiner, Stuttgart!, pp. 118–126, and in Markham, D. and Hazan, V.
~2004!. ‘‘The effect of talker- and listener-related factors on intelligibility
for a real-word, open-set perception test,’’ J. Speech, Hear. Lang. Res.47,
725–737.

b!Electronic mail: v.hazan@phon.ucl.ac.uk
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space that covers a broad range in F1, precisely articulates
her point vowels and has a high precision of intersegmental
timing.’’

Many more studies have searched for acoustic-phonetic
measures that distinguish utterances in the ‘‘casual’’ and
‘‘clear’’ speaking styles produced by the same talker. A clear
speaking style is considered to lead to greater intelligibility
for normal-hearing and hearing-impaired listeners~e.g.,
Pichenyet al., 1985; Uchanskiet al., 1996! and language-
impaired children~Bradlowet al., 2003!. It also benefits sub-
jects listening to speech in a non-native language, although
to a lesser extent than native listeners~Bradlow and Bent,
2002!. ‘‘Deliberately clear’’ speech usually involves a reduc-
tion in speech rate and an increase in what might be termed
articulatory precision~Pichenyet al., 1985, 1986!. It also has
other acoustic-phonetic characteristics that serve to increase
the distinctiveness of different speech sounds. According to
Krause and Braida~2004!, who controlled for the effect of
speaking rate by training talkers to produce clear speech at
conversational speaking rates, these include increased energy
in the 1000–3150-Hz frequency range and increased depth
of low-frequency modulations of the intensity envelope. Fer-
guson and Kewley-Port~2002! focused on the effect of
speaking style on a single phonetic class, vowels. They
found that vowels produced in ‘‘deliberately clear’’ speech
appeared to have higher F1 and more extreme values of F2.
Vowel duration also varied significantly across speaking
styles, with clear vowels being on average twice as long as
conversational vowels.

Further information on acoustic-phonetic correlates of
intelligibility comes from studies that evaluate the contribu-
tion of individual acoustic-phonetic measures to intelligibil-
ity. The effect of speaking rate on intelligibility is well at-
tested with slower speaking rates facilitating successful
perception~Cox et al., 1987!. There is also some evidence
that faster talkers are less intelligible in single word presen-
tations~Bond and Moore, 1994! and that fast speech by a set
of talkers is less intelligible than the same words produced at
medium and slow rates~Bradlow and Pisoni, 1999!. How-
ever, manipulating segmental duration in itself has not
yielded any consistent effect~Gordon-Salant, 1986; Mont-
gomery and Edge, 1988; Uchanskiet al., 2002!. The effect
of speaking rate may therefore be related to greater articula-
tory precision in slower speech rather than to the effect of
segmental duration; this view is supported by the fact that it
is possible for trained talkers to produce clear speech at con-
versational speech rates~Krause and Braida, 2002, 2004!.
Consonant-to-vowel~CV! amplitude ratios have also been
shown to affect intelligibility. Gordon-Salant~1986! and
Hazan and Simpson~1998! both found that CV syllables
with artificially enhanced CV amplitude ratios were more
intelligible than syllables with smaller differences in ampli-
tude between the consonant and vowel, as did Montgomery
and Edge~1988! when testing hearing-impaired listeners.
However, speech from different talkers has not typically
been examined for the effects of naturally occurring CV am-
plitude differences on perception. In a small-scale study with
only four talkers producing nonsense vowel–consonant–
vowel ~VCV! test materials, CV ratio was not correlated with

consonant intelligibility~Simpson and Hazan, 1997!.
It is acknowledged in many studies that individual talk-

ers may vary greatly in the degree to which they achieve
higher intelligibility via the modifications of their speech that
occur as a result of a change in speaking style~Ferguson and
Kewley-Port, 2002; Gagneet al., 2002; Bradlow et al.,
2003!. As individual acoustic-phonetic features found in
clear speech have not necessarily led to increases in intelli-
gibility when manipulated in isolation, it does appear that a
combination of the right individual ‘‘enhancements’’ may be
required in order for clear speech to be more intelligible
~Bradlow et al., 2003!. It is possible, though, that the key
acoustic enhancement has simply not yet been identified.
Whether the acoustic-phonetic characteristics of ‘‘intrinsi-
cally clear’’ speech are the same as those of ‘‘deliberately
clear’’ speech has not been firmly established. Although
some acoustic-phonetic characteristics do seem to be com-
mon between these two types of clear speech, substantially
fewer studies have been carried out on ‘‘intrinsically clear’’
speech.

In summary, the fact that talkers vary significantly in
terms of their intrinsic intelligibility is well accepted, but the
factors that determine talker intelligibility are not yet fully
understood. Two key issues, that have not hitherto received
much attention, need to be addressed in investigations of
acoustic-phonetic correlates of talker intelligibility. First, it is
important to evaluate whether given talkers are consistently
clear across a range of listeners. Indeed, this would establish
that the correlates of intelligibility are to be found in the
acoustic-phonetic characteristics of the talkers, and not
strongly influenced by the interrelation between listener and
talker characteristics. Such a finding would have implica-
tions for models of speech perception, as these vary in the
extent to which an effect of listener experience is predicted
to affect talker intelligibility. For example, the exemplar
model of spoken word perception~Goldinger, 1998; Palmeri
et al., 1993!, claims that, in word recognition, tokens are
classified according to their similarity to stored exemplars.
The results of word recognition experiments with priming
and stimulus tokens produced by the same or different talk-
ers suggest that talker-specific properties of the tokens heard
are retained within the representation of these exemplars in
long-term memory~Goldinger, 1997!. Further support for the
view that fine-grained aspects of tokens are retained in
memory comes from work with children aged 2 to 4 years,
which showed that they produced fine-grained patterns of
phonetic realization that were representative of the adult
community in which they lived~Watt et al., 2003!. As there
is evidence that the episodic memory of a particular voice
may facilitate the perception of other voices with similar
acoustic-phonetic characteristics~Goldinger, 1996!, a listen-
er’s experience of different types of voices could partly de-
termine the relative intelligibility of unknown talkers. It
would therefore be expected that listener’s previous language
experience could affect the intelligibility of particular talkers
and thus that there would not be a high degree of consistency
across listeners, in the relative intelligibility of a range of
talkers. A second issue is whether the same acoustic-phonetic
characteristics are correlated with intelligibility across a
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range of clear talkers, or whether there is evidence of sub-
stantial individual variability in the strategies used to achieve
high intelligibility. To answer both these questions, it is es-
sential to investigate talker intelligibility in a study involving
a wide range of listeners and of talkers.

Our study was carried out in three phases. The aim of
experiment 1 was to establish whether the intrinsic intelligi-
bility of a talker was primarily dependent on the acoustic-
phonetic characteristics of the talker’s speech or whether it
was dependent on a combination of talker and listener char-
acteristics. We obtained intelligibility data from adult, 11–
12-year-old and 7–8-year-old listeners for speech from 45
adult and child talkers, homogeneous for regional accent, in
order to establish whether the relative intrinsic intelligibility
of different talkers was consistent across listeners differing in
age and gender. The aim of experiment 2 was to get listeners’
subjective judgments of voice characteristics for a subgroup
of ‘‘good’’ and ‘‘poor’’ talkers from experiment 1, in order to
guide the choice of acoustic-phonetic measures to be made in
experiment 3. To this end, a subjective listener ratings ex-
periment was carried out on speech materials for a subgroup
of 24 adult voices in our dataset with the highest and lowest
intelligibility. Finally, in experiment 3, a range of acoustic-
phonetic measurements was carried out for the full range of
45 talkers, in order to look for acoustic-phonetic correlates of
intelligibility. Our choice of acoustic-phonetic measurements
was guided both by the findings of experiment 2 and that of
previous studies of deliberately and intrinsically clear
speech.

In short, the aim of the study was to evaluate which
acoustic-phonetic measures appeared to be most strongly
correlated with intelligibility, and whether these varied with
talker type. On the basis of previous studies, we expected
that measures of speaking rate and of articulatory precision
~as reflected by vowel space size! would prove to be most
strongly correlated with intelligibility, but that these corre-
lates might be less strong for child talkers than adult talkers
due to increased within- and across-talker variability in some
acoustic-phonetic characteristics of children’s speech up to
the age of 15 years~Lee et al., 1999!.

II. EXPERIMENT 1: INTELLIGIBILITY DATA

A. Speech materials

A monosyllabic-word test was developed for this study
~Markham and Hazan, 2002!. A set of 700 unique monosyl-
lables from a listing of all legal CVC combinations in En-
glish ~with the consonant being either a singleton or cluster!
was assessed for familiarity for British 7-year-old children. A
subset of words that were considered by at least six out of
seven primary school teachers or literacy educators to be
‘‘definitely’’ familiar for this age group were chosen and ex-
amined further. From this list, a subset of 124 words that
addressed all frequent consonant confusions attested to in the
literature~e.g., Miller and Nicely, 1955; Redford and Diehl,
1999! and which contained a large spread of vowels was
selected as the test material.

B. Talkers and listeners

Forty-five talkers of British English with a neutral or
mild South-Eastern English accent were recruited for record-
ings~Markham and Hazan, 2002!. These included 18 women
~mean 33.11 years, s.d. 10.9!, 15 men~mean 30.7 years; s.d.
10.5!, six girls ~mean 13.2 years; s.d. 0.5! and six boys
whose voices had not yet broken~mean 13.2 years; s.d. 0.9!.
Children of this age were selected as they would still be
expected to produce speech with greater within-talker vari-
ability than adults, at least in some acoustic-phonetic dimen-
sions~Lee et al., 1999!, yet would be able to produce fluent
read speech and cope with the recording conditions. Record-
ings were made in an anechoic chamber: speech was re-
corded to DAT at a sampling rate of 44.1 kHz and a simul-
taneous recording of laryngeal activity was made using an
electrolaryngograph~Fourcin, 1974!. The word materials
were elicited by having each talker read from a computer
screen short phrases in the form of a carrier phrase~e.g., ‘‘the
next three words are’’!, followed by three of the test-words
and ending with the fourth word ‘‘it.’’ This structure was
used so that similar intonation contours would be used on
each of the three test-words with the final word ‘‘it’’ attract-
ing the terminal fall in intonation. In this way, each test-word
could be segmented and concatenated in different word com-
binations. Each of the 124 test-words was recorded twice.
The recordings were transferred to PC using a digital
DAT-PC interface at the original sampling rate and were then
segmented into individual files for each test word. Each of
the stimuli was levelled to a fixed rms level and 20-talker
babble was added to produce a signal-to-noise ratio of16
dB.1 This relatively low level of background noise was
added to avoid ceiling effects in the perceptual task.

In order to investigate the effect of listener-age on talker
intelligibility, the listener cohort included 45 listeners from
each of three different age groups: adults~mean age: 29.9
years, s.d. 7.10!, 11–12-year olds~mean 11.11 years, s.d.
0.6! and 7–8-year olds~mean 7.11 years, s.d. 0.3!. For chil-
dren, the upper age limit was chosen in order to have a
listener group close in age to the child talker group. The
younger age limit of 7–8 years was chosen because there is
evidence of poorer intelligibility for speech in noise~e.g.,
Fallon et al., 2000! and degraded speech~Eisenberget al.,
2000! in this age range but children have the concentration
span and cognitive abilities to cope with the same test as
adult listeners. Listeners were only included if they had pure
tone audiometric thresholds of 25 dB HL or less at octave
intervals between 0.5 and 8 kHz and if they completed the
CELF Recalling Sentences screening test within criterion
~Semelet al., 1987!.

C. Presentation conditions

In order to evaluate whether talker intelligibility would
be improved when the listener was given the opportunity to
‘‘tune in’’ to the specific acoustic characteristics of a talker
before hearing the test-words, listeners were tested in two
conditions: triplet and single-word.2 In the triplet condition, a
set of three test-words by a given talker, each separated by a
200-ms gap, was preceded by a carrier phrase~‘‘the next
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three words are’’or ‘‘and now please say’’! by the same
talker. In this condition, each listener heard 27 words~25
unique words plus two duplicates! from each of 15 talkers
presented in a fully randomized fashion. The single-word
condition involved the presentation of individual words with-
out a carrier sentence; each listener heard a further 25 unique
words from each of 15 talkers that had not been heard in the
triplet condition, presented in a fully randomized fashion.

D. Test design

The design of the perceptual test was subject to a num-
ber of constraints dictated by the age and availability of child
listeners. It was important that multiple listeners for each age
group heard the same talkers, so as to minimize the contri-
bution of individual listener differences to word recognition
scores. At the same time, it was desirable that a listener
should not become overly familiar with a talker’s voice. It
was judged that 25 tokens per talker would be an appropriate
number of words, resulting in five sets of words to make up
the total of 124 test-words~with one set of 24 words instead
of 25!. As the words were to be presented as triplets, the
nearest multiple of three is 27 words. Thus, each listener
would hear 24–25 unique words from a speaker, plus 2 or 3
duplicates. The number of talkers that could be presented to
each listener was dictated by the amount of testing time ap-
propriate for young children. It was calculated that a listener
could hear 27 words from 15 talkers in each of two condi-
tions within two testing sessions.

The 45 talkers were divided into three subgroups of 15
~six women, five men, two boys, and two girls!, and 135
listeners were divided into three listener groups of 45 sub-
jects ~each containing 15 younger children, 15 older chil-
dren, and 15 adults!. Each listener group heard talkers from
one talker subgroup. The listener group was divided into five
subgroups of nine subjects. Each subgroup heard a different
27 words spoken by each talker in the talker block. Thus,
each test-word produced by a particular talker was heard by

nine different listeners, and the totality of test-words from
each talker by 45 listeners. Each test-word was heard ap-
proximately three times by each listener.

E. Test methodology

Children and adults were tested in quiet rooms on school
or university premises. Stimuli were presented using a laptop
with Sennheiser HD433 headphones at a fixed comfortable
listening level. Testing was completed over two sessions. At
the first session, the audiometric screening was carried out
and listeners heard approximately half of the randomized
triplets~72 triplets! and 150 words from the single-word con-
dition. The second session occurred after an interval of ap-
proximately one week, and subjects heard the remainder of
the triplets~63 triplets! and single words~225 words! and
completed the language screening test. Total testing time was
approximately 60 min.

F. Results

A repeated-measures ANOVA showed that the effect of
test condition~triplet versus single-word! was not significant,
and there was no significant listener group by condition in-
teraction. Data obtained for the triplet and single-word con-
ditions was therefore aggregated, and a mean intelligibility
score per talker was calculated for each listener group~adult,
older children, younger children!. The scores were converted
to percent-correct scores, and then converted to rationalized
arcsine transform units~rau! ~Studebaker, 1985! to minimize
the relation between mean score and variance and enable
statistical comparisons across the entire scale. Mean intelli-
gibility scores obtained for women, men, and child talkers by
adult, 11–12-year-old and 7–8-year-old listeners are shown
in Fig. 1.

For further statistical analysis of listener effects, a mean
score~in rau! was obtained for each listener for each talker
group: adult male~AM !, adult female ~AF!, child male

FIG. 1. Word intelligibility rates in rationalized arcsine
units ~rau! obtained for men, women, and 12–13-year-
old talkers by listener groups of adults, older children
~11–12 years! and younger children~7–8 years!. The
error bars represent one standard error above and below
the mean.
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~CM!, and child female~CF!. Analyses of variance for re-
peated measures were carried out to evaluate the within-
subject factor of talker group and the between-subject factor
of listener group~adults, older children, younger children!.
The main effect of talker group was significant@F(3,396)
515.35;p,0.0001#; pairwise comparisons with Bonferroni
adjustments showed that women were more intelligible
~96.04 rau! than the other groups of talkers~ranging from
93.2 to 93.6 rau!. The partial eta squared showed that the
factor of talker group by itself accounted for only 10% of the
overall variance.

The between-subject effect of listener group was also
significant @F(2,132)514.11;p,0.0001#; Duncan’s post
hoc test showed that younger child listeners had lower intel-
ligibility scores~91.97 rau! than older children~94.5 rau! and
adults ~95.54 rau!. The partial eta squared showed that the
effect of listener group by itself accounted for 20.2% of the
overall variance. There was no significant talker group by
listener group interaction.

Mean intelligibility rates obtained for individual talkers
were strongly correlated across listener groups~Pearson’sr
50.88– 0.93) with the strongest correlation obtained be-
tween adult and 11–12-year-old listeners (r 50.926, N
545, p,0.0001) and between 7–8-year-old and 11–12-
year-old listeners (r 50.923,N545, p,0.0001).3

In conclusion, slightly but significantly lower intelligi-
bility scores were obtained for younger listeners~mean: 7.11
years! than older children~mean: 11.11 years! and adults, but
older child listeners did not differ significantly from adults.
These slight differences in intelligibility may be due to fac-
tors such as task difficulty, attention, and greater masking
effects operating for younger children listening to speech in
noise~e.g., Fallonet al., 2000; Hallet al., 2002!. A striking
fact, though, was that the relative intelligibility of individual
talkers was remarkably consistent across listener age groups:
a talker who was found to be clear for adult listeners was
also clear for child listeners and vice versa.

As a group, women talkers were slightly but signifi-
cantly more intelligible than men or children, but talker rank-
ings based on intelligibility scores over all listener groups
reveal that there were ‘‘good’’ and ‘‘poor’’ talkers in each
group. Despite the greater variability in at least some
acoustic-phonetic aspects of child speech attested to in stud-
ies such as Leeet al. ~1999!, child talkers aged 13 were
overall no less intelligible than adult male talkers. The dif-
ference in intelligibility between men and girls may have
been masked due to a ceiling effect~Markham and Hazan,
2004!.

III. EXPERIMENT 2: SUBJECTIVE RATINGS OF
TALKER INTELLIGIBILITY

In an attempt to obtain indications as to what physical
measurements might prove most promising for the analysis
of acoustic-phonetic correlates of intelligibility, an additional
perceptual experiment was devised. Listeners’ subjective
judgments of talker voice characteristics were collected for a
subset of adults talkers identified in experiment 1 as being
the least and most intelligible.

A. Methodology

1. Materials

The six most intelligible and the six least intelligible
men and women were selected. An identical set of eight trip-
let sentences from experiment 1 was prepared for each of the
24 talkers. In experiment 2, these were presented without the
addition of background noise. Score sheets were devised,
requiring listeners to provide judgments about ten voice di-
mensions and each talker’s age and accent. The voice dimen-
sions were modified versions of those used by Sulter~1996!
in a study of listener characterization of various voice char-
acteristics. They were chosen to tap different dimensions re-
lated to excitation characteristics, physiology, dynamics, and
articulation. The final set of dimensions consisted of the fol-
lowing scales: mumbly–precise, unpleasant–pleasant,
muffled–clear, husky–not husky, creaky–not creaky, nasal–
not nasal, high for a (fe)male-low for a (fe)male, thin–rich,
weak–powerful, andharsh–smooth.

2. Listeners

Twenty-three listeners~age range 18–30 years, mean
21.2, s.d. 2.10! were recruited from among university stu-
dents who had training in phonetics, including voice quality
terminology. The listeners had not participated in experiment
1. They were required to have no history of hearing deficit
~self-reported! and to be from the same accent group as the
talkers~South-Eastern British English!. Listeners were paid
for their participation in the experiment.

3. Test procedure

Testing was computer-controlled and conducted indi-
vidually, in a small sound-treated room. Testing time was
usually approximately 45 min. The same equipment was
used as in experiment 1.

Listeners heard two triplets each time they pressed a
key, and were then required to provide judgments on three
scales. Most scales had seven points marked along them,
with only the extreme points labeled. The scale foragehad
six points, with labels for each 10-year age span covered by
that point. The section foraccentrequired written comment.
The orientation of the scales on the score sheets was varied,
so that labels at the left or right of each scale were not con-
sistently negative~e.g., muffled, nasal! or positive ~e.g.,
smooth, pleasant! terms. Four pairs of triplets were heard in
total, allowing scores for the ten dimensions described
above, plus the judgments of age and accent. The order of
dimensions for scoring was varied across talkers. Listeners
heard all triplets from a single talker before moving on to the
next talker, with men and women alternating.

B. Results

Multivariate analyses of variance carried out on the data
for the ‘‘good’’ and ‘‘poor’’ talker groups showed significant
differences between groups for the dimensionsmumbly–
precise (p50.001), unpleasant–pleasant (p50.006),
muffled–clear (p50.002), andweak–powerful (p50.006)
in the expected direction~see Table I and Fig. 2!. To confirm
the findings above, correlations were calculated between lis-
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tener ratings and the mean intelligibility rates per talker~rau
units! averaged over all listener groups obtained in experi-
ment 1. Five of the dimensions in experiment 2 were signifi-
cantly correlated with intelligibility: mumbly–precise ~r
50.780, N524; p50.0001), unpleasant–pleasant ~r
50.546, N524; p50.006), muffled–clear ~r50.738; N
524; p,0.0001), weak–powerful ~r50.481; N524; p
50.017), andhigh/low for a (fe)male~r50.413;N524; p
50.045). Cross-correlations across dimensions revealed that
themumbly–preciseandmuffled–clear dimensions appeared
to have been used to rate similar voice characteristics~r
520.923;N524; p50.0001).

C. Discussion

From this experiment, one might conclude that less in-
telligible talkers are judged as soundingmumbly, unpleasant,
muffled, and weak relative to the more intelligible talkers.
These key descriptors appear to relate to articulation
~mumbly–precise/muffled–clear!, voice dynamics ~weak–
powerful!, and general quality~unpleasant–pleasant!. None
of the dimensions that related to the quality of voiced exci-
tation ~harsh–smooth, creaky–non creaky, husky–not husky!
were significantly correlated with intelligibility.

IV. EXPERIMENT 3: PHYSICAL MEASUREMENTS

A number of acoustic-phonetic characteristics were mea-
sured for all 45 talkers in an attempt to establish the physical
correlates of the differences in talker intelligibility estab-
lished in experiment 1 and the differences in subjective im-
pressions of voice characteristics established in experiment
2. Some measures were chosen on the basis of the dimen-
sions that were found in experiment 2 to be correlated with
intelligibility: measures of vowel formant spacing and
consonant–vowel intensity ratio were chosen as they are in-
dicative of articulatory precision, and measures of long-term
average spectrum were chosen as reflecting voice dynamics.
Fundamental frequency and word duration~i.e., speaking
rate! measures were also included on the basis that they had
been found to be correlated with intelligibility in a number of
previous studies~e.g., Bond and Moore, 1994; Bradlow
et al., 1996!.

A. Methodology

1. Long term average spectrum (LTAS) measures

A measure of long-term average spectrum~LTAS! for
each talker was obtained for the 124 aggregated test-words
used in the intelligibility testing, which had been normalized
for level. Analyses used an FFT with a length of 2048 sample
points, and windows overlapping by 1024 points, giving a
value for the LTAS at multiples of 21.53 Hz. These spectra
were then smoothed with a 2-oct-wide Hamming window
over the frequency range of 50 Hz to 10 kHz.

2. Fundamental frequency measurements

Measures of fundamental frequency were obtained by
analyzing the electrolaryngograph signal~Fourcin, 1974,
1982! obtained during the speech recording. Fundamental
frequency statistics were obtained by analyzing the aggre-
gated test-words and two instances of the precursor sen-
tences. Three measures were examined: F0 range~in oc-
taves!, F0 median, and F0 irregularity. The frequency range
of vocal fold vibration in the speech sample was obtained by
first measuring individual vocal fold periods and then setting
up a histogram with probability of occurrence plotted against
larynx frequency, with the frequency scale divided into a
numbers of ‘‘bins’’ on a logarithmic scale~Carlson and
Miller, 1998!. Here, a second-order histogram was used:
these histograms are based on the period-by-period measure-
ments of vocal fold excitation but exclude consecutive lar-
ynx excitation cycles that fall within different frequency bins
in order to give a measure relating to regular voice produc-
tion. The F0 range was based on the difference between the
10th and 90th centiles in fundamental frequency values.
These values were converted to semitones~with a baseline of
50 Hz! so that a range in octaves could be calculated, in
order to permit a comparison across talkers with very differ-
ent fundamental frequencies. A measure of vocal fold irregu-
larity ~in percent! was also obtained. For this analysis, a scat-
terplot of F01 vs. F02 was constructed, where F01 is the
frequency value of the first vocal fold cycle in any pair of
cycles and F02 is the frequency value of the immediately
following cycle of the pair. The irregularity measure uses
deviation from ordinary intonation changes as the basis for
the estimation of irregularity, with special reference to bin
sizes that are directly based on perceptual difference limens.4

3. Word duration measurements

Total word duration~i.e., a comparative measure of
speaking rate!, consonant-to-vowel~CV! intensity ratio, and
formant frequency measurements were made on a subset of
41 test-words from each of the 45 talkers (n51845). This
subset was chosen to contain sets of words from similar lexi-
cal neighborhoods~e.g., cheap, cheat, cheek! and to include
variation in terms of consonant manner and place of articu-
lation. These words were manually segmented and phoneti-
cally annotated by an experienced phonetician, using speech
analysis software which provided displays of the wide-band
spectrogram and waveform. Total duration was automatically

TABLE I. Mean and standard deviation measures for the listener ratings
obtained for all dimensions for the group of ‘‘good’’ and ‘‘poor’’ talkers, as
defined by intelligibility rates obtained in experiment 1. Ratings are on a
scale of 1 to 7, with 7 representing the highest score on the positive attribute
of the pair. The dimensions marked as** differed significantly between
talker groups (p,0.05).

Dimension

‘‘Good’’ talkers ‘‘Poor’’ talkers

Mean s.d. Mean s.d.

Mumbly/precise** 4.96 0.84 3.39 1.06
Unpleasant/pleasant** 4.28 0.69 3.48 0.60
Muffled/clear** 3.72 0.85 2.43 0.96
Weak/powerful** 3.29 1.00 2.22 0.68
Noncreaky/creaky 2.85 0.87 2.76 0.93
Harsh/smooth 3.15 0.77 3.39 0.50
Not husky/husky 2.77 0.38 2.98 0.90
High/low for a ~fe!male** 4.33 0.73 4.42 1.19
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measured for each word from the word-start and word-end
markers. For final plosives, the end marker was placed at the
end of the aspiration segment.

4. CV intensity ratio measurements

First, the rms amplitude was calculated for each anno-
tated segment by first calculating the amplitude in dB once a
sample, using a rectangular window of size 1 ms, and then,
from the values obtained, calculating the average intensity
over the whole annotated segment. The CV ratio was then
calculated for each token by deducting the average intensity
for the vowel in dB from that of the consonant. CV ratios
were then averaged over a particular class of test-words. For
each talker, CV ratios for nasals were based on the measure-
ments of 12 test-words~‘‘meat, met, might, neat, net, night,
pan, tan, can, them, then, sum, sun’’!; CV ratios for fricatives
were based on the measurements of 12 test-words~‘‘for, saw,
sure, fort, sort, short, feet, seat, sheet’’! and CV ratios for
plosives were based on the measurement of 12 test-words in
initial position ~‘‘pan, tan, can, pick, tick, kick, pop, top,
cop’’!, and 14 test-words in word final position~cheap, cheat,
cheek, shop, shot, shock, park, part, pop, top, cop, pick, tick,
kick!.

5. Vowel formant measurements

Words were selected that contained the vowel /ae/~back,
bad, bag, bat, cat, had, hat, pat!, the vowel /i/~feet, heat, seat,
sheet, beat, cheat, cheap, cheek!, and the vowel /u/~boo, do,
goo, too, zoo!. Formant frequencies were measured manu-
ally, using speech analysis software that provided a simulta-
neous display of the speech waveform, wide-band spectro-
gram, and short-term spectral cross-section. Measurements
were taken from the vowel with the cursor placed at the
center of the relatively steady-state region. First and second
formant frequencies were calculated from the spectrum of a
single cycle in the target region using the spectrographic dis-
play to confirm estimates of formant location. All measure-
ments were made by the same experimenter. Eight tokens of
each vowel were measured for each of the 45 talkers~i.e.,
total of 360 measurements per vowel!. The frequency mea-
sures obtained were transformed to an auditory frequency
scale—the ERB~equivalent rectangular bandwidth! scale
~Glasberg and Moore, 1990!. A number of measures were
derived from the formant frequency measures: the Euclidian
distance between F1 and F2 in ERB-rate units for each
vowel, and two measures which would reflect the vowel
space size of the talker: the difference between the first for-
mant frequencies for /i/ and /ae/ and the difference between
the second formant frequencies for /i/ and /u/.

B. Results

1. Long-term average spectrum (LTAS) measures

Two measures of the long-term average spectrum were
obtained for each talker: a measure of spectrum slope and the
total energy in the 1- to 3-kHz region. The measure of spec-
trum slope was obtained by fitting a straight line using least
squares to the smoothed spectrum on dB versus log fre-
quency scales for frequencies between 0.5 and 4 kHz. The

measure of total energy in 1- to 3-kHz frequency band was
chosen as it was strongly correlated with intelligibility in
Krause and Braida~2004!; in our data, it correlates more
strongly with the intelligibility data than total energy mea-
sures for other frequency regions~0.5–3 kHz, 1–2 kHz,
0.5–2 kHz!. As the calculations were made on speech mate-
rials that had been normalized to a fixed level, the values
obtained can be used for comparisons across talkers. LTAS
slope varied from27.86 to213.3 dB/decade~mean:210.3,
s.d. 1.47!. The total energy in the 1- to 3-kHz region~total
energy 1–3 kHz! was21.93 dB~s.d. 2.88! for adult female
talkers (n518), 23.36 dB~s.d. 2.72! for adult male talkers
(n515) and 21.40 dB ~s.d. 1.81! for child talkers (n
512). An analysis of variance was applied to evaluate the
effect of talker group and of talker gender on the two sum-
mary measures: both were found to be nonsignificant.

There were weak or no significant correlations between
word intelligibility and the measure of LTAS slope. How-
ever, relatively strong correlations were obtained between
word intelligibility and the total energy~1–3 kHz! measure
~see Table II! when carried out on the whole talker set (n
545). When correlations were carried out on separate talker
groups, the strongest correlations were obtained for adult
male talkers, and no significant correlation between word
intelligibility and total energy~1–3 kHz! was obtained for
child talkers.

2. Fundamental frequency measures

Means and standard deviations were obtained for each
main talker group for the measures of F0 median, F0 range,
and F0 irregularity.5 Pearson’s correlations were carried out
to evaluate any correlation between the fundamental fre-
quency and word intelligibility measures. The only signifi-
cant, if weak, correlations were between the F0 irregularity
measures and word intelligibility scores for adult listeners
(r 520.39, N538; p50.014) older child listeners (r 5
20.40; N538, p50.013) and younger children listeners
(r 520.367; N538, p50.024).

3. Word duration

The total duration of each of 41 words per talker was
measured and the mean word duration per talker was calcu-

TABLE II. Correlation coefficients~Pearson’sr! showing the relation be-
tween the measure of total energy between 1 and 3 kHz and intelligibility
measures in rationalized arcsine units~rau! for three groups of listeners:
adults, children aged 11–12 years~OC!, and children aged 7–8 years~YC!.
Significant values (p,0.05) are starred as* , significant values (p,0.001)
are starred as** .

Total energy
1–3 kHz

Word intelligibility ~rau!

All Adult listeners OC listeners YC listeners

All talkers
N545

0.640** 0.614** 0.605** 0.628**

Women
N518

0.715** 0.672* 0.645* 0.697**

Men
N515

0.779** 0.803** 0.746** 0.763**

Children
N512

0.377 0.332 0.415 0.364
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lated to give some general measure of speaking rate. The
mean word duration was 0.512 s~s.d. 0.05! for adult female
talkers (N518), 0.453 s~s.d. 0.04! for adult male talkers
(N515), and 0.503 s~s.d. 0.04! for child talkers (N512).
There was a significant effect of talker group on mean word
duration@F(2,42)58.248; p50.001].Post hocanalyses re-
vealed that men had a significantly faster speaking rate than
women and children, a finding in agreement with observa-
tions by Byrd ~1994!. The correlation between mean word
duration~reflecting speaking rate! and intelligibility rate was
significant but not particularly strong (r 50.382, N545, p
50.01). Correlations were then calculated separately for
each talker group. These were relatively strong for adult
male talkers (r 50.672,N515, p50.006) but nonsignificant
for women and child talkers~See Table III!.

4. CV ratios

As there was no significant difference between the in-
tensity ratios obtained for /m/ and /n/, the data for both na-
sals were aggregated. For the same reason, the data for the
three stops /p/, /t/, and /k/ were aggregated across syllable
positions~23 tokens345 talkers!. There were no significant
correlations between word intelligibility rates and either CV
ratio for nasals, CV ratio for fricatives, or CV ratios for
stops.

5. Vowel formant measures

Mean values of F1 and F2~expressed in ERB-rate units!
and Euclidian distance between F1 and F2 were calculated
for the three vowels /i/, /ae/, and /u/ for all talker groups.
Here, separate means were calculated for girls and boys in
order to evaluate any difference in formant values between
these two groups.

Repeated-measures analyses of variance were carried
out on mean Euclidian distance calculated per vowel and per
talker to look at the within-subject effect of vowel and
between-subject effect of talker group. The effect of vowel
was significant@F(2,82)5217.07;hp

250.841;p50.000], as
expected and this factor alone accounts for 84% of the over-
all variance. The effect of talker group was also significant
@F(3,41)552.18, hp

250.792; p50.000]: posthoc tests

~Tukey’s HSD! showed that formant values for men differed
from the other groups of talkers, and that those for girls
differed from women.

Pearson’s correlations were calculated between mean
word intelligibility ~all groups! and a number of formant
measures for the complete talker set: F1 and F2 values for /i/,
/ae/, and /u/, Euclidean distances between F1 and F2 for the
three vowels, difference in F1 values for /i/-/ae/, and differ-
ence in F2 values for /i/-/u/. The only significant correlation
was between word intelligibility and the difference in F2
value between /i/ and /u/ (r 50.401; N545; p50.006).

6. Summary of correlations between acoustic-
phonetic measures and word intelligibility

A multiple regression analysis was applied to the data
using a forward stepwise method. The metrics that were cor-
related with intelligibility calculated over all listener groups
~total energy in 1–3-kHz frequency band, word duration, dif-
ference in F2 between /i/ and /u/! were included in the analy-
sis. The dependent variable was the word intelligibility rate
~in rau! aggregated over all listener groups for all talkers.
The final model included only two metrics: total energy 1–3
kHz and word duration. The R2 for the model with these two
metrics as predictors was 0.48 (R250.41 for the energy 1–3
kHz measure alone!. In order to evaluate whether the same
acoustic-phonetic metrics correlated with intelligibility for
adult and child listeners, the regression analysis was repeated
for the word intelligibility rate obtained for each listener
group. The model remained as above. In order to see whether
talker gender affected this model, the regression analysis was
carried out separately on intelligibility data for women and
men. For women talkers, the model included the same met-
rics as for the complete talker database. For men, the model
included total energy 1–3 kHz and difference in F2 between
/i/ and /u/, with an R2 of 0.61 for the long-term spectrum
measure alone and a change in R2 of 0.13 when the vowel
space size metric was added.

7. Correlations between acoustic measures
and subjective ratings

The results of subjective ratings with the 24 adult listen-
ers tested in experiment 2 were correlated with the acoustic-
phonetic measures obtained in experiment 3~Spearman’s
rho!. Correlations that are significant at the 0.01 level~two-
tailed! are reported. The total energy 1–3 kHz measure cor-
related with the following rating scales:clear–unclear,
mumbly–precise, weak–powerful, pleasant–unpleasant. The
difference in F2 between the vowels /i/ and /u/, which is a
broad measure of vowel space, correlated with the following
scales:mumbly–precise, unclear–clear. Word duration cor-
related with the following scales:mumbly–precise and
unclear–clear. The measures of fundamental frequency
regularity, mean CV ratio~all consonants!, and /i/-/a/ differ-
ence in F1 were not correlated with any of the subjective
rating scales.

TABLE III. Correlation coefficients~Pearson’sr! showing relation between
mean word duration and intelligibility measures in rationalized arcsine units
~rau! for three groups of listeners: adults, children aged 11–12 years~OC!,
and children aged 7–8 years~YC!. Significant values (p,0.05) are starred
as* , significant values (p,0.001) are starred as** .

Mean word
duration

Word intelligibility ~rau!

All Adult listeners OC listeners YC listeners

All talkers
N545

0.382* 0.364* 0.362* 0.368**

Women
N518

0.370 0.317 0.426 0.402

Men
N515

0.672* 0.676* 0.672* 0.668*

Children
N512

20.066 0.044 20.143 20.138
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8. Profiles of ‘‘best’’ and ‘‘worst’’ talkers

The profiles of the ‘‘best’’ and ‘‘poorest’’ talkers, in
terms of their ranking on the acoustic-phonetic measures and
voice dimensions that were correlated with intelligibility, re-
vealed great heterogeneity between talkers of similar intelli-
gibility ~see Table IV!. For example, the ‘‘best’’ talker, af-06,
did rank highly in terms of the key acoustic-phonetic mea-
sures and was rated as having a very clear, powerful and
extremely precise voice. However, the second most intelli-
gible talker received average ratings for both the key

acoustic-phonetic measures and subjective rating scales.
Somewhat greater consistency was obtained for the four
adult talkers with lowest intelligibility.

V. DISCUSSION

This study, which involved a larger number of talkers
and listeners than previous studies of this kind, enabled us to
investigate whether the relative intelligibility of a range of
talkers was consistent over groups of listeners differing in

TABLE IV. Profiles of the five most and least intelligible talkers~af5adult female, am5adult male, cm5child male!. Their ranking relative to the complete
group of 45 talkers is given for the acoustic-phonetic dimensions and subjective ratings found to correlate with word intelligibility. ‘‘5’’ indicates a tie in
ranking. The subjective rating descriptors are derived from the seven-point numerical scale. No subjective ratings are given for talker cm-06 as only adult
talkers were included in experiment 2.

Talker

Rank ~1–45! Subjective ratings

Word
intelligibility

~all!

LTAS
1–3
kHz

Word
duration

Difference of
F2/i/–

/u/
Mumbly–

precise
Unpleasant–

pleasant
Clear–
unclear

Powerful–
weak

af-06 1 15 3 6 Extremely
precise

Pleasant Very
clear

Powerful

af-14 25 195 16 11 Very
precise

Pleasant Clear Fairly weak

am-10 25 9 17 40 Very
precise

Pleasant Clear Powerful

am-08 4 27 25 18 Precise Pleasant Fairly
unclear

Fairly weak

af-12 5 35 1 16 Precise Fairly
pleasant

Fairly
unclear

Very weak

• • • •

am-12 40 42 39 42 Mumbly Unpleasant Very
unclear

Very weak

af-15 41 39 29 39 Fairly
mumbly

Fairly
unpleasant

Very
unclear

weak

cm-06 42 195 19 4 * * * *
am-13 44 435 40 44 Mumbly Fairly

pleasant
Very

unclear
Fairly weak

am-14 45 39 44 45 Mumbly Fairly
pleasant

Unclear weak

FIG. 2. Listener ratings for four voice dimensions that
differed significantly between the ‘‘good’’ and ‘‘poor’’
talker groups. The error bars represent one standard er-
ror above and below the mean.
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age and gender, and whether acoustic-phonetic correlates of
intelligibility could be found. In experiment 1, it was found
that talkers, chosen from a homogeneous regional-accent
group, varied significantly in intelligibility for words pre-
sented in a low degree of background noise. Women were, as
a group, more intelligible than men but the talker gender
effect was much less clear-cut than in a previous study of
talker intelligibility ~Bradlow et al., 1996!. Talkers aged 12
to 13 years were, overall, no less intelligible than adult talk-
ers, either for adult or child listeners.

The fact that the relative intelligibility of individual talk-
ers was remarkably consistent across listener age groups
strongly suggests that the acoustic-phonetic characteristics of
a talker’s utterance are the primary factor in determining
talker intelligibility, at least when the talker and listener are
from the same dialect group. This view is reinforced by the
fact that the same acoustic-phonetic measures~total energy
in the 1- to 3-kHz region of the long-term average spectrum
and word duration! were important predictors of intelligibil-
ity for both adults and child listeners. Whether this finding is
problematic for the exemplar model of word recognition de-
pends on whether it is assumed that the intelligibility of
words produced by novel talkers is more greatly affected by
recently heard exemplars than exemplars long stored in
memory. Indeed, the child listeners in our study had much
greater recent exposure to other children’s voices than our
adult listeners who were university students, and presumably
a less extensive exposure to adult voices than our adult lis-
teners. However, their intelligibility rates for child talkers
were not any higher than intelligibility rates for our adult
listeners~university students!.

Previous studies of intrinsically clear speech had high-
lighted a number of potential candidates in terms of acoustic-
phonetic correlates of intelligibility, notably range in F1,
vowel space dispersion, F2-F1 distance for /i/ and F2-F1
distance for /æ/, vowel and word duration, and precision of
articulation. Our study failed to replicate many of these find-
ings. Indeed, no significant correlation between intelligibility
and fundamental frequency range were obtained. Our study
also failed to show significant correlations between intelligi-
bility and either F1 range, and F2-F1 Euclidian distance for
/i/ or for /æ/, either for the whole talker group or for groups
selected in terms of age and gender. Some measures that
were not found to be significantly correlated with intelligi-
bility in the Bradlowet al. ~1996! study were significant in
our study. These include speaking rate and F2 range~differ-
ence between F2 for /i/ and F2 for /u/!. The amount of energy
in the key frequency region between 1 and 3 kHz that was
found to be a primary factor in our study was also signifi-
cantly correlated with intelligibility in Krause and Braida’s
study of ‘‘deliberately clear’’ speech. It is noteworthy that
CV ratio was not found to be correlated with word intelligi-
bility either here or in a number of previous studies~Bradlow
et al., 1996; Krause and Braida, 2004! even though enhance-
ments in CV ratio in highly controlled studies have been
shown to lead to improvements in intelligibility.

Some of the differences in the acoustic-phonetic corre-
lates of intelligibility highlighted in these studies may be
due, to a certain extent, to differences in speech materials or

in the methods used to elicit clear speech. For example, the
lack of effect of fundamental frequency characteristics found
in our study may be due to our use of single-word material,
as opposed to sentence-length material as used in a number
of previous studies.6 However, these effects cannot fully ex-
plain the extent of the variability seen across studies. There
is also evidence that high intelligibility can be achieved by
different talkers through a combination of different acoustic-
phonetic characteristics, and that there are no acoustic-
phonetic characteristics thatconsistentlylead to high intelli-
gibility. Indeed, although a slower speaking rate and high
intensity in the spectral region richest in phonetic feature
information do appear to promote high intelligibility, these
are neither necessary nor sufficient to produce ‘‘intrinsically
clear’’ speech as some ‘‘good’’ talkers in our study did not
rank highly on any of the spectral, intensity, or durational
measures made. Similarly, great variability in acoustic-
phonetic characteristics of clear speech was found for five
talkers producing clear speech at conversational speaking
rates~Krause and Braida, 2004!. This was attributed to the
use by talkers of different strategies to achieve clear speech
at normal speaking rates, but may also be a more general
characteristic of clear speech. The degree of internal consis-
tency within a talker in the production of different speech
sound categories may be an important factor as Newman
et al. ~2001! found an effect on perception of the extent of
within-talker variability in production. Kinematic studies of
speech production under different speaking styles also re-
vealed a high degree of intersubject variability~Perkellet al.,
2002!.

In conclusion, this study has shown that there is great
consistency across listeners in terms of what is considered a
highly intelligible talker. This has practical implications in
terms of talker selection for speech technology or speech
audiometry applications, as a selection based on intelligibil-
ity data obtained for adult listeners is likely to generalize to
other listener populations. Although some acoustic-phonetic
correlates of intelligibility were identified, there is significant
individual variability in the characteristics of ‘‘intrinsically
clear’’ speech across talkers. A fruitful approach, in a further
study on the acoustic-phonetic correlates of clear speech,
would be to evaluate talker intelligibility for different types
of speech materials produced by a range of talkers in casual
and deliberately clear speaking styles, in order to investigate
the relation between deliberately clear and intrinsically clear
speech and the robustness of the ‘‘good’’ and ‘‘poor’’ talker
classification.
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1The original babble file contains 20-talker babble. Due to some spectral
variation across the recording, a time-shifted duplicate of the babble was
mixed with the original file to generate a more constant level of noise.

2The rationale for this decision and data relating to talker normalization are
described in more detail in a separate paper~Markham and Hazan, 2004!
which focused on a detailed analysis of the perceptual data collected in this
study.

3A more detailed analysis of word error rates and individual listener scores
for this data set can be found in Markham and Hazan~2004!.

4The following procedure is used to obtain the irregularity measure. The
number of cycles in all frequency bins are summed~Total!. The number of
cycles in all bins that lie on the diagonal and all bins that lie immediately
above and below the diagonal are then summed~DiagTotal!. Irregularity %
is calculated using the following formula: Irregularity5~~Total2DiagTotal/
Total!3100!.

5Some F0 measures are missing for certain talkers due to the poor quality of
the electrolaryngograph signal for these talkers.

6It must be noted, though, that sentence-length materials have limitations
when making acoustic measurements because of the greater variability
caused by contextual effects~Krause and Braida, 2004!.
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Formant discrimination in noise for isolated vowelsa)
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Formant discrimination for isolated vowels presented in noise was investigated for normal-hearing
listeners. Discrimination thresholds forF1 andF2, for the seven American English vowels /{, (, },
,, #, ~, É/, were measured under two types of noise, long-term speech-shaped noise~LTSS! and
multitalker babble, and also under quiet listening conditions. Signal-to-noise ratios~SNR! varied
from 24 to 14 dB in steps of 2 dB. All three factors, formant frequency, signal-to-noise ratio, and
noise type, had significant effects on vowel formant discrimination. Significant interactions among
the three factors showed that threshold-frequency functions depended on SNR and noise type. The
thresholds at the lowest levels of SNR were highly elevated by a factor of about 3 compared to those
in quiet. The masking functions~threshold vs SNR! were well described by a negative exponential
overF1 andF2 for both LTSS and babble noise. Speech-shaped noise was a slightly more effective
masker than multitalker babble, presumably reflecting small benefits~1.5 dB! due to the temporal
variation of the babble. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1802671#

PACS numbers: 43.71.Es, 43.66.Fe@RLD# Pages: 3119–3129

I. INTRODUCTION

As one of the world languages with a crowded vowel
space, American English has vowels that typically show con-
siderable spectral overlap in the two-dimensionalF13F2
vowel formant space~Peterson and Barney, 1952; Hillen-
brandet al., 1995!. Spectral overlap between vowels result-
ing from talker and context differences suggest that vowels
with the same formant-frequency values (F1 andF2) appear
to belong to different vowel categories. In spite of this am-
biguity, formant frequencies, especiallyF1 andF2, are criti-
cal to vowel perception and categorization. Thus, a long-term
goal of our research is to establish a model of vowel percep-
tion to represent listeners’ abilities to discriminate changes of
formant frequencies both within and between vowels. To
date, most formant discrimination research has been con-
ducted in quiet, and the purpose of this research is to exam-
ine formant discrimination in noise.

Formant discrimination has been investigated systemati-
cally in a variety of experimental conditions~Flanagan,
1955; Kewley-Port and Watson, 1994; Hawks, 1994;
Kewley-Port, 1995; Kewley-Port and Zheng, 1999; Liu and
Kewley-Port, 2004b!. In these studies, eitherF1 or F2 was
changed by different amounts and the smallest change in
formant frequencies that could be detected, represented by
DF, was defined as the threshold of vowel formant discrimi-
nation. The first study estimating discrimination thresholds
for single-formant frequencies was conducted by Flanagan
~1955!, using synthetic, steady-state vowels. Thresholds for
F1 at 300, 500, and 700 Hz and forF2 at 1000, 1500, and
2000 Hz were measured, with the finding that thresholds
were approximately 3%–5% of the formant frequency, as

expressed in terms of the Weber ratio,DF/F.
Over the last decade, Kewley-Port and her colleagues

have investigated vowel formant discrimination systemati-
cally from optimal to more ordinary listening conditions for
both formant-synthesized and high-fidelity speech. Kewley-
Port and Watson~1994!, using formant-synthesized speech
~Klatt, 1980!, measured thresholds for formant discrimina-
tion under optimal listening conditions, in which isolated
vowels were presented under minimal stimulus uncertainty
in quiet to well-trained listeners. They found that thresholds
were constant at 14 Hz forF1,800 Hz and increased with
formant frequency at a rate of 10 Hz/1000 Hz forF2. The
Weber ratio in theF2 region was approximately 1.5%. To
investigate formant discrimination under other more ecologi-
cally representative conditions, several factors have been ma-
nipulated systematically such as fundamental frequency
(F0), phonetic context, level of stimulus uncertainty, lis-
tener training, and the addition of a word identification task.
For example, thresholds for vowel formant discrimination
were measured in different phonetic contexts including syl-
lables, phrases, and sentences~Kewley-Port, 1995; Kewley-
Port and Zheng, 1999; Liu and Kewley-Port, 2004b!.
Kewley-Port ~1995! investigated the effect of the phonetic
context /CVC/ on formant discrimination for the /(/ vowel
and suggested that thresholds in a /CVC/ were significantly
increased compared to thresholds for isolated vowels. When
phonetic context increased further to phrases and sentences
in formant-synthesized speech, performance for formant dis-
crimination became even worse~Kewley-Port and Zheng,
1999!. Thresholds for high-fidelity speech, which was syn-
thesized inSTRAIGHT ~Kawaharaet al., 1999! and sounded
more natural than formant-synthesized speech, showed simi-
lar effects for phonetic contexts~Liu and Kewley-Port,
2004b!, although thresholds were elevated compared to
format-synthesized speech. Besides phonetic context, the
level of stimulus uncertainty and subject training were found
to significantly affect formant frequency discrimination.

a!Portions of the data were presented at the 141st and 142nd meeting of the
Acoustical Society of America@J. Acoust. Soc. Am.109~5!, 2295~Liu and
Kewley-Port, 2001!; J. Acoust. Soc. Am.110~5!, 2658 ~Liu and Kewley-
Port, 2001!#.

b!Electronic mail: chang.liu@wichita.edu
c!Electronic mail: kewley@indiana.edu
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Compared to thresholds at minimal stimulus uncertainty
~Kewley-Port and Watson, 1994!, a medium level of stimulus
uncertainty appeared to increase thresholds for isolated vow-
els by 130%~Kewley-Port and Zheng, 1999; Kewley-Port,
2001!. In another condition, naive listeners in their first block
of testing still showed much more difficulty in discriminating
formant frequency than highly trained listeners with a reduc-
tion of 230% associated with training~Kewley-Port, 2001!.

Since formant frequencies are represented on a nonlinear
scale in the cochlea, Kewley-Port and Zheng~1999! and Liu
and Kewley-Port~2004b! have described a straightforward
method of summarizing formant thresholds data. That is,
thresholds for vowel formant discrimination,DF, were
transformed to an auditory scale~Kewley-Port and Zheng,
1999!. Several auditory scales including log frequency,
Moore’s equivalent rectangular bandwidth~ERB rate! scale
~Moore and Glasberg, 1987; Glasberg and Moore, 1990!, and
Zwicker’s ~1961! critical-band scale~z!, were examined. Of
the three auditory scales, thez scale showed the flattest func-
tions and was the most effective in reducing effects of for-
mant frequency and fundamental frequency. Applying thez
transform to vowel formant discrimination in phrases and
sentences under more ordinary listening conditions, thresh-
olds were described as constant at 0.28 barks for formant-
synthesized speech~Kewley-Port and Zheng, 1999!. Re-
cently, in a similar study~Liu and Kewley-Port, 2004b! using
high-fidelity speech, reported thresholds were constant at
0.37 barks, which can be thought of as a norm for formant
discrimination in modest length sentences.

Thus, effects of a number of factors, such as phonetic
context, level of stimulus uncertainty, training, and an addi-
tional identification task, in vowel formant discrimination
tasks have been systematically studied. These factors were
investigated under the quiet listening condition. However,
one challenge to perceiving speech in everyday conversation
is the typically noisy environment. Background noise can
mask the speech signal so that listeners have less acoustical
information to perceive and identify the speech sounds.
Thus, the purpose of this research is to investigate how noise
affects formant discrimination.

Noise variables that influence speech perception are
level, and the spectral and temporal properties of the noise.
Speech reception thresholds~SRT! are constant at low noise
levels but increase proportionally to the increase of noise
level for middle and high noise levels in the presence of the
steady noise~Plomp and Mimpen, 1979!. Speech perception
becomes more difficult as bandwidth increases such that
noise reduces the audibility of larger portions of the speech
spectrum~Dubno and Dirks, 1982; Stelmachowiczet al.,
1990!. In addition, listeners are sensitive to the temporal
fluctuation in noise, i.e., they take advantage of intermittent
noise, modulated noise, and multitalker babble compared to
a noise without modulation~Miller and Licklider, 1950; Ka-
likow et al., 1977; Festen, 1993!.

Although a number of investigations have been con-
ducted on speech perception in noise, little research has been
concerned with the effects of noise on vowel formant dis-
crimination. The present study investigates the degree to
which noise influences formant thresholds spectrally and

temporally using two types of noise: long-term speech-
shaped noise and multitalker babble in comparison to a quiet
condition. Two noise factors were manipulated systemati-
cally in this study: the overall signal-to-noise ratio and noise
type.

II. METHOD

A. Speech stimuli

Vowel formant discrimination was measured for seven
American English vowels /{, (, }, ,, #, ~, É/. This selection of
seven vowels provided a broad coverage of formant frequen-
cies that range from 270 to 2562 Hz as shown in Table I.
Vowels were recorded in the syllable context of /bVd/ from a
female talker. Many sentences and phrases with each of the
seven vowels were originally recorded from the female
talker. Syllables~/bVd/! with similar neutral prosody were
selected at the eighth position of one nine-word sentence to
serve as the original stimuli for formant shifts and future
resynthesis. All speech stimuli with and without formant
shifts were resynthesized from these original syllables in a
modified version of STRAIGHT ~Kawahara et al., 1999!,
which uses a pitch-adaptive method for speech analysis and
synthesis. The resynthesized speech stimuli without any
change of the acoustic parameters inSTRAIGHT ~the standard
stimuli! sounded quite similar to original natural-speech
stimuli and they were referred to the high-fidelity speech.
Formant shifts, as described in Liu and Kewley-Port~2004a!,
were manipulated based on the standard stimulus as follows:
a matrix inMATLAB representing the spectrogram~amplitude
3time3frequency! of the standard syllable, was obtained by
the analysis inSTRAIGHT. Visually this spectrogram has very
smooth formant peaks. To shift a formant peak, the temporal
location of the formant across the syllable, including transi-
tions, was visually identified. In each time frame~i.e., one
spectrum!, formant shift was manipulated for the portion be-
tween the valleys on either side of the formant peak. Ampli-
tude in the low-frequency valley was adjusted to be a con-
stant across the frequency range corresponding to the
frequency shift, while the high-frequency valley was col-
lapsed by replacing the original amplitude values with the
shifted peak, such that the shift in the selected formant fre-
quency resulted in no change in other formants~see Liu and
Kewley-Port, 2004a!. Detail in the formant peaks was pre-
served in this procedure, with the valleys only somewhat
changed. This modified 2D matrix was reloaded into
STRAIGHT and used with other unchanged acoustic param-

TABLE I. Formant frequency~Hz and bark! for F1 and F2 for seven
female vowels.

F1
Vowel i u ( } , # a

Frequency~Hz! 270 280 430 580 678 700 818
Barks 2.7 2.8 4.3 5.6 6.3 6.5 7.4

F2
Vowel u a # , } ( i

Frequency~Hz! 1124 1281 1454 1960 2078 2132 2562
Barks 9.6 10.1 10.9 12.9 13.3 13.4 14.7
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eters such asF0 and amplitude contours for resynthesis@for
more details, see Liu and Kewley-Port~2004a! and their Fig.
1#. Although formants at both formant transitions~onset and
offset! as well as the steady state were adjusted in each /bVd/
syllable, only isolated vowels were selected as speech stimuli
in the present study. These isolated vowels were edited by
deleting the formant transition at the beginning and end of
the syllable such that only the relatively steady-state vowel
nucleus remained. The duration of isolated vowels varied
from 107 to 206 ms as expected in natural speech.

Formant frequency shifts were manipulated inSTRAIGHT

in sets of 24 for each vowel. Selected formant frequencies,
F1 andF2 of the seven vowels, were increased by 0.7% to
17% over 24 steps using a linear scale with a step size of
0.7%. For example, theF1 of the /}/ vowel is 580 Hz, and
the shifts of F1 ranged from 4.1 Hz~0.7%! to 98.6 Hz
~17%!. This procedure is the same as that of Liu and
Kewley-Port’s study~2004b!.

B. Maskers

Two types of noise were selected as maskers in this
study: long-term speech-shaped noise and multitalker babble
~Kalikow et al., 1977!. Long-term speech-shaped noise
~LTSS! is similar to white noise in that it does not fluctuate;
however, it has more masking efficiency due to the similarity
between the spectra of speech signals and LTSS. On the
other hand, the multitalker babble is a time-varying masker
in which occasional elements of speech signal may coincide
with momentary minima in the level of the masker such that
the multitalker babble has less masking efficiency than LTSS
noise. In order to match the shape of the noise as well as
possible to the speech of this talker, the LTSS noise was
generated from uniform noise that was shaped by a filter
with the average spectrum of long-term speech calculated
over the 40 sentences and 9 phrases from the female talker.
The babble selected is the 12-talker babble produced by Ka-
likow et al. ~1977! that has been used frequently in the lit-
erature. The spectra of LTSS noise, multitalker babble, and
four of the seven isolated vowels~/(, }, ,, #/! with signal-
to-noise ratio at 0 dB are shown in Fig. 1. As expected for

the natural vowels, local signal-to-noise ratios are variable
for F1 andF2 for these four vowels under either LTSS noise
or babble. Spectra of the other three vowels~/a, i, u/! also
showed the similar variability on local SNRs forF1 andF2
regions, with the exception of a relatively lower local SNR
for F2 of the vowel /u/. The primary spectral difference be-
tween the two noises is that the babble has less high-
frequency energy than the LTSS noise, and therefore local
SNR for F2 is much higher~about 6 dB!. Given the large
variability in formant amplitude for these naturally produced
vowels, it was not practical to experimentally control local
SNR for each formant and noise. Instead, the overall signal-
to-noise ratio was manipulated and the local SNR values
were evaluatedpost hoc. Pilot data suggested that perfor-
mance for vowel formant discrimination was mainly affected
for SNRs between24 and14 dB, where vowels at24-dB
SNR were barely detectable. Thus, SNR was varied from24
to 14 dB with a step size of 2 dB in the present study.

C. Listeners

Six American English native speakers, between 21 and
39 years old, participated in this study. All listeners had nor-
mal hearing with pure-tone thresholds of 15 dB HL or better
at octave intervals from 250 to 8000 Hz and were paid for
their participation.

D. Procedure

Speech stimuli were presented to the right ears of listen-
ers, who were seated in a sound-treated, IAC booth, via cali-
brated TDH-39 earphones. Stimulus presentation was con-
trolled by a series of TDT modules, including a 16-bit D/A
converter~DA1!, a programmable filter~PF1!, and a head-
phone buffer~HB6!, using a sample rate of 11 025 Hz. A
low-pass filter with a cutoff frequency of 5000 Hz and a
slope of 80 dB/octave, and an attenuation level set by the
calibration procedure, was configured in the programmable
filter and applied to the summed speech plus noise signal.
The vowel /}/, with a duration of 3 s, was used as the cali-
bration sound. The sound-pressure level measured in the
NBS-9A 6-c3 coupler by a Larson-Davis sound-level meter
~model 2800! with the linear weighting band was set at 70
dB SPL for the vowel stimuli.

The LTSS noise was generated by the TDT waveform
generator~WG2!, then filtered~PF1! and attenuated~PA4!,
and finally added to the vowel stimuli via the weighted sum-
mer~SM3!. A FIR filter was designed to match the long-term
speech spectrum of the female talker. The babble masker was
generated by randomly selecting a segment of multitalker
babble of an appropriate length from a 30-s sample of the
babble~Kalikow et al., 1977!. This selected babble segment
was then presented with the vowel stimuli through the dual
channels of the converter~DA1! separately. After being at-
tenuated~PA4!, the babble was summed with the vowel
stimuli via the weighted summer~SM3!. The level of LTSS
noise and multitalker babble was attenuated so as to achieve
the overall signal-to-noise ratio at24, 22, 0, 12, and14
dB or turned off for the quiet condition.

FIG. 1. LPC spectra of four vowels, LTSS noise, and multitalker babble for
an overall vowel level of 70 dB SPL and an overall SNR of 0 dB.
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Test procedures were similar to those of Kewley-Port
and Zheng~1999!. Formant thresholds were measured using
a modified three-interval, two-alternative forced-choice
~2AFC! procedure with a two-down, one-up tracking algo-
rithm, estimating the frequency increment required for 71%-
correct responses~Levitt, 1971!. In each trial, the standard
was presented in the first interval, followed by two intervals,
in one of which was the incremented-formant vowel and in
the other was the standard vowel. The listener’s task was to
indicate which interval contained the stimulus that differed
from the standard. Sixty trials were run in each block for the
quiet only condition and 90 trials each for the LTSS noise
and babble conditions. Only one formant was tested in each
block, varying SNR and quiet.

There were three experiments in this study. In the first
experiment, formant thresholds were measured in quiet for
all seven vowels. In the second experiment, thresholds were
measured in LTSS noise with interleaved trials of the quiet
condition. In each block, vowels with only one shifted for-
mant were presented. The SNR values were randomly varied
trial by trial with quiet with the range from24 to 14 dB.
Thus, six conditions~five SNR levels in noise plus quiet!
with only one formant and one vowel were presented in each
block. Seven vowels were presented to the listeners in a qua-
sirandom order such that the sequence of vowel presenta-
tions was different among listeners. Only one vowel was
presented in one session~per day! and F1 and F2 were
alternated in successive blocks for threshold measurements.
In the third experiment, thresholds were measured in the
multitalker babble~Kalikow et al., 1977! using the same pro-
cedures as the second experiment, again with interleaved
quiet-condition trials. In each masking trial of the second and
third experiment, the maskers began 1 s before the standard
vowel and continued for 1 s after the three vowel intervals.
The intervals between vowel presentations, within each trial,
were 400 ms in duration.

Prior to the collection of experimental data, listeners had
extensive training in each of the conditions. The duration of
each block was approximately 4 min for the quiet condition
and 7–8 min for the noise conditions. Every session was
composed of six or seven blocks. At the beginning of each
experiment~quiet only, LTSS noise, and multitalker babble!,
listeners were given one training session in whichF1 and
F2 of vowel /}/ were presented so that listeners became
familiar with the procedures. After the training session, the
test sessions were begun. A mean value ofDF for each lis-
tener was averaged over theDF values for the last four
blocks in which performance was stable by visual inspection.
Group means, i.e.,DF for each formant, were calculated as
the average of theDF thresholds across the six listeners.

III. RESULTS

A. Thresholds for formant discrimination in quiet

Average thresholds ofDF as a function of formant fre-
quency forF1 andF2 for the seven vowels tested in quiet
are shown in Fig. 2. Comparisons for the quiet conditions
presented in each of the three experiments~quiet only and
quiet trials interleaved with masking trials in experiment 2

and 3! were made with a two-way~listening condition X,
formant frequency! repeated-measure analysis of variance
~ANOVA !. Results showed that there was no significant ef-
fect of listening conditions on formant discrimination in the
quiet @F(2,10)52.75, p50.112], whereas higher formant
frequency significantly increased thresholds@F(13,65)
518.31,p,0.001#. In addition, the interaction between the
formant frequency and listening conditions was not signifi-
cant@F(26,130)50.971,p50.511]. The Tukeypost hoctest
suggested that there was no significant difference for the
thresholds between any two of the three quiet listening con-
ditions. Not surprisingly, effects of formant frequency were
similar to those obtained in a previous study~Kewley-Port
and Watson, 1994!, that is, thresholds (DF) were reasonably
constant in theF1 region ~,800 Hz!, and elevated with
increases of formant frequency in theF2 region.

The thresholds in Hz were converted to thresholds in an
auditory scale in bark~Z!, using Traunmu¨ller’s equation
~1990!. As expected, the transformation produced thresholds
(DZ) that were relatively flat acrossF1 andF2 values of
formant frequency~see Fig. 3!. Linear regression on all three
quiet conditions showed that there was no significant linear
relationship between thresholds (DZ) and formant frequency
~barks!, suggesting flat patterns for all three quiet conditions
@quiet only, F(1,12)50.607, p50.451; quiet with LTSS,
F(1,12)50.382, p50.548; quiet with babble,F(1,12)
52.103, p50.173]. However, a two-way~listening condi-
tion X, formant frequency! ANOVA again suggested that lis-
tening condition had no significant effect onDZ @F(2,10)
52.542,p50.128], whereas formant frequency did have a
significant effect onDZ @F(13,65)58.707,p,0.001#. The
significant effect of formant frequency onDZ might be due
to the patterns of variability seen for some thresholds across
the formant frequency in the three quiet conditions~ranging
from 0.108 to 0.294 barks!. Altogether, the three quiet con-
ditions showed similar average thresholds~about 0.20 barks!
and similar variability over formants~standard deviation of
0.05–0.06 barks for the three quiet conditions!.

FIG. 2. Thresholds of vowel formant discrimination (DF) in Hz as a func-
tion of formant frequency in quiet conditions for three procedures: quiet
only, quiet trials interleaved with LTSS noise trials, and quiet trials inter-
leaved with babble trials.
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B. Thresholds for formant discrimination in LTSS
noise

Because statistical analyses showed similar results for
thresholds inDF andDZ, only thresholds inDZ are reported
here. Thresholds in barks for only the LTSS noise and the
interleaved quiet condition are shown in Fig. 4. The lines
connecting the thresholds are only intended to help compare
visually the different SNR conditions. Thresholds inDZ
were analyzed by a two-way~formant frequency X, SNR!
repeated-measure ANOVA. The analysis showed that for-
mant frequency @F(13,65)59.331,p,0.001#, SNR
@F(5,25)5133.5,p,0.001# and the interaction between for-
mant frequency and SNR@F(65,325)57.341,p,0.001# all
showed significant effects. The Tukeypost hoc tests of
threshold-frequency (DZ) functions across the SNRs indi-
cated four different patterns:~1! quiet condition; ~2!
SNR514 dB; ~3! SNR512 and 0 dB; and~4! SNR522
and24 dB.

Simple main effects analyses revealed that formant fre-

quency was a significant effect for every SNR and the quiet
condition (p,0.01). Under the quiet listening condition and
noise conditions at high SNRs, thresholds inDZ showed
relatively flat patterns over formant frequencies. However,
thresholds increased markedly in theF2 regions under noise
conditions at low SNRs, such as22 and24 dB, suggesting
more effects of noise on theF2 regions than theF1 regions
~see Fig. 4!. In order to measure whether thresholds atF1
region are different from thresholds atF2 region, planned
comparisons between thresholds forF1 andF2 regions un-
der each SNR condition, including the quiet condition, were
completed. Results suggested that thresholds in theF1 re-
gion were significantly lower than thresholds in theF2 re-
gions for only noise conditions with SNR at22 @F(1,5)
583.928,p,0.001# and 24 dB @F(1,5)5125.184,p
,0.001#. There was no significant difference for thresholds
(DZ) betweenF1 andF2 regions at14 dB, 12 dB, 0 dB,
or for the quiet condition (p.0.08). Thus, masking elevates
thresholds in theF2 region compared toF1 at low SNRs.

Another perspective on the results is provided by mask-
ing functions, which demonstrate more clearly how thresh-
olds change with decreasing local SNRs. Local SNRs are the
measured signal-to-noise ratios for each individual formant.
The local SNRs in the frequency region of each formant was
obtained by measuring the 1/3-octave levels centered around
the formants relative to the noise level using a Larson-Davis
sound-level meter~2800 model!, as shown in Table II.

In Fig. 5, it appears that thresholds in bark as a function
of local SNR improve forF1 andF2 for the seven vowels as
SNR increases. An exponential decay function and a linear
function were fit to the masking function. Because the
threshold in noise will eventually reach the threshold in
quiet, the quiet threshold was used as a reference to normal-
ize thresholds in noise. The normalized thresholds were cal-
culated by subtracting the quiet threshold~0.201 barks! from
each threshold in Fig. 5 and then used for the exponential
decay regression function. Analysis of the nonlinear regres-
sion suggested that the exponential decay function fit well to
the masking function (r 520.779). The function,DZ

50.20110.378* e(20.083* SNR), shown in Fig. 5, suggests that
thresholds improved exponentially with the increase in local

FIG. 3. Thresholds of vowel formant discrimination (DZ) in bark as a
function of formant frequency in quiet conditions for three procedures: quiet
only, quiet trials interleaved with LTSS noise trials, and quiet trials inter-
leaved with babble trials.

FIG. 4. Thresholds of vowel formant discrimination (DZ) in bark as a
function of formant frequency in quiet and in LTSS noise conditions with
SNR at24, 22, 0, 12, and14 dB.

TABLE II. Local SNR in the frequency region of each formant of the seven
vowels forF1 ~top! andF2 ~bottom! for LTSS noise in dB.

F1
Overall SNR i u ( } , # a

4 12.6 12.2 9.6 11.7 9.7 8.3 10.4
2 10.6 10.2 7.6 9.7 7.7 6.3 8.4
0 8.6 8.2 5.6 7.7 5.7 4.3 6.4

22 6.6 6.2 3.6 5.7 3.7 2.3 4.4
24 4.6 4.2 1.6 3.7 1.7 0.3 2.4

F2
Overall SNR u a # } , ( i

4 22.9 8.9 7.7 6.6 8.5 4.3 2.0
2 24.9 6.9 5.7 4.6 6.5 2.3 0
0 26.9 4.9 3.7 2.6 4.5 0.3 22.0

22 28.9 2.9 1.7 0.6 2.5 21.7 24.0
24 210.9 0.9 20.3 21.4 0.5 23.7 26.0
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SNR and approached the threshold in quiet~0.201 barks!
when SNR was above 30 dB. The linear regression was also
completed, yielding a strong relationship between thresholds
in DZ and SNRs (r 520.812). However, because the mask-
ing function shows an asymptotic pattern and it is reasonable
to predict that the threshold will approach the threshold in
quiet as SNR reaches a high level, nonlinear regression was
considered a more principled description of the masking
function.

C. Thresholds for formant discrimination in
multitalker babble

Similar to the LTSS noise condition, thresholds in mul-
titalker babble were analyzed in Hz (DF) and barks (DZ).
Again results for the two statistical analyses were quite simi-
lar and only thresholds in barks (DZ) are reported here. As
expected, results of a two-factor~formant frequency X, SNR!
repeated-measure ANOVA onDZ suggested that effects of
formant frequency @F(13,65)57.176,p,0.001#, SNR
@F(5,25)588.214,p,0.001#, and the interaction between
formant frequencies and SNR@F(65,325)52.400,p
,0.001# were significant. As seen in Fig. 6, frequency func-
tions in DZ were dependent on overall SNRs. Based on the
Tukey post hoctests across the SNRs, patterns of threshold-
frequency functions were categorized into four groups:~1!
quiet,14 and12 dB; ~2! 0 dB; ~3! 22 dB; and~4! 24 dB.
Examining functions for the quiet condition and high-level
SNRs,DZ was relatively constant across the formants ofF1
andF2 regions, whereas at low SNRs, particularly22 and
24 dB, variability of DZ increased, especially for the mid-
frequency formants~i.e., F1 of /a/ andF2 of /u/!. Simple
main effects analysis suggested that there was significant ef-
fect of the formant frequency under each listening condtion
(p,0.01). However, different from in the LTSS noise,
planned comparisons in the babble suggested that there was
no significant difference between thresholds forF1 andF2
regions under each SNR and the quiet condition (p.0.07).
These patterns ofDZ frequency under different SNRs in

multitalker babble are different from those patterns in LTSS
noise, primarily in theF2 region as expected, given the dif-
ferences in the noise spectra~Fig. 1!.

Similar to the LTSS noise condition, the local SNRs for
each formant were obtained by measuring the 1/3-octave lev-
els of vowels and babble~long-term average! with a Larson-
Davis sound-level meter~2800 model! ~Table III!. As shown
in Fig. 1 and Table III, inF2 region, the level of vowel
formants is much higher than the masking level of multi-
talker babble. The masking function forDZ overF1 andF2
for the seven vowels is shown in Fig. 7 along with a negative
exponential function that was fit by nonlinear regression (r
520.622). The nonlinear regression function, represented
as DZ50.20110.340* e(20.094* SNR), suggested that thresh-
olds inDZ decrease exponentially with increasing SNRs and
approach the threshold for the quiet condition~0.201 barks!
for SNR above 30 dB.

D. Comparison between LTSS noise and multitalker
babble

Having considered the thresholds for each noise type
separately, another analysis was completed to compare them

FIG. 5. The masking effects of LTSS noise (DZ) on vowel formant thresh-
olds as a function of local SNR are displayed along with the nonlinear
~exponential decay! regression function.

FIG. 6. Thresholds of vowel formant discrimination (DZ) in bark as a
function of formant frequency in quiet and in multitalker babble conditions
with SNR at24, 22, 0, 12, and14 dB.

TABLE III. Local SNR for the frequency region at each formant of the
seven vowels forF1 ~top! andF2 ~bottom! for multitalker babble in dB.

F1
Overall SNR i u ( } , # a

4 8.3 8.2 7.7 11.6 10.9 10.7 11.3
2 6.3 6.2 5.7 9.6 8.9 8.7 9.3
0 4.3 4.2 3.7 7.6 6.9 6.7 7.3

22 2.3 2.2 1.7 5.6 4.9 4.7 5.3
24 0.3 0.2 20.3 3.6 2.9 2.7 3.3

F2
Overall SNR u a # } , ( i

4 4.9 14.1 15.7 15.1 22.3 21.3 22.4
2 2.9 12.1 13.7 13.1 20.3 19.3 20.4
0 0.9 10.1 11.7 11.1 18.3 17.3 18.4

22 21.1 8.1 9.7 9.1 16.3 15.3 16.4
24 23.1 6.1 7.7 7.1 14.3 13.3 14.4
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directly. Average thresholds for LTSS noise across formant
frequencies compared to average thresholds for multitalker
babble for each SNR experimental condition are shown in
Fig. 8. A three-way~noise type X, formant frequency X,
SNR! ANOVA on DZ showed significant main effects for all
three factors@noise type:F(1,5)577.994,p,0.001; SNR:
F(5,25)5223.992,p,0.001; formant:F(13,65)59.410,p
,0.001]. In addition, all interactions between the three fac-
tors were also significant@noise type X SNR:F(5,25)
513.783, p,0.001; noise types X formant:F(13,65)
54.648, p,0.001; SNR X formant:F(65,325)54.253, p
,0.001; noise type X SNR X formant:F(65,325)52.100,
p,0.001]. Thus, the overall performance for vowel formant
discrimination onDZ was better for multitalker babble lis-
tening condition than that for LTSS noise across formant
frequency and overall SNRs. Simple main effect analyses
suggested that thresholds for babble were always signifi-
cantly lower than LTSS noise for the same SNR (p,0.05).
Differences in thresholds between LTSS noise and babble
increased as the masking level increased~i.e., SNR de-
creased!. It can be seen, however, that performance improves

under multitalker babble by approximately 4 dB compared to
that under LTSS noise. For example, average thresholds for
formant discrimination in the presence of babble with
SNR524 dB are comparable to thresholds in LTSS noise at
0 dB, A more detailed analysis of the difference between the
efficiency of the two maskers is presented in the discussion.

In summary, several factors significantly influenced
vowel formant discrimination, including formant frequency,
signal-to-noise ratio, and noise type. Formant discrimination
improved exponentially as SNR was increased, and finally
approached the threshold in the quiet listening condition. In
addition, each of these three factors did not affect the for-
mant discrimination independently. Instead, the three factors
interacted with each other, producing different patterns of
formant discrimination.

IV. DISCUSSION

A. Vowel formant discrimination for high-fidelity
speech in quiet

Kewley-Port and her colleagues~Kewley-Port and Wat-
son, 1994; Liu and Kewley-Port, 2004b! have determined
that thresholds of formant-frequency discrimination as a
function of formant frequency in Hz are described by a
piecewise-linear model for both formant-synthesized isolated
vowels and high-fidelity vowels in syllables. To test whether
this piecewise-linear model would be a good fit to the
present high-fidelity isolated vowels in quiet~Fig. 2!, two
linear regressions were calculated, one in the low-frequency
region ~frequencies,800 Hz! and the other in the high-
frequency region~frequencies.800 Hz!. Because there was
no significant difference in thresholds between the three
quiet conditions,DF averages over three quiet conditions
were used in the linear regression analysis. Results suggested
that DF thresholds for formant-frequency discrimination for
F1(,800 Hz) were relatively constant at about 23.5 Hz and
the regression was not significant as expected@F(1,16)
50.662, p50.428; r 50.199]. However, for formants
greater than 800 Hz, a modest correlation betweenDF and
formant frequency (r 50.540) and a significant linear regres-
sion @F(1,22)59.048,p,0.01# were obtained. TheF2 lin-
ear regression function indicated that thresholds increase
with increasing formant frequency at a rate of 14 Hz/1000
Hz for formant frequencies above 800 Hz. Thus, the piece-
wise model accounted well for the present data for high-
fidelity vowels, consistent with the earlier data for formant-
synthesized vowels~Kewley-Port and Watson, 1994!.

Comparison of the thresholds for isolated vowels re-
ported by Kewley-Port and Watson~1994! and those from
the present study shows that thresholds for formant-
synthesized isolated vowels were significantly lower than
those for high-fidelity isolated vowels in this study~two-
tailed t-test,p,0.001). The increased thresholds for high-
fidelity vowels may be due to the greater acoustic variability
overall in the high-fidelity speech, such as higherF0 vari-
ability and more variability in spectral patterns, than the
formant-synthesized speech. Previously, Liu and Kewley-
Port ~2004b! reported that formant discrimination was
slightly better for formant-synthesized speech than for high-

FIG. 7. The nonlinear~exponential decay! regression function for the mask-
ing effects of multitalker babble on vowel formant discrimination.

FIG. 8. Comparison of average thresholds of formant discrimination (DZ)
in barks between LTSS noise and babble, for different SNR conditions at
24, 22, 0, 12, and14 dB.
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fidelity speech for both syllables and sentences. Those re-
sults, together with this study, suggest that formant discrimi-
nation thresholds are somewhat higher for high-fidelity
speech than for formant-synthesized speech when similar
conditions are compared. When an auditory scale transform
of DF to barks (DZ) was applied, relatively constant
threshold-frequency functions~Fig. 3! were obtained similar
to formant-sythesized speech. However, higher average
thresholds were obtained for high-fidelity vowels (m50.20
barks! compared to the formant-synthesized isolated vowels
(m50.12 barks, averaged over the same seven vowel cat-
egories but with different formant frequencies!. Thus, the
result of theDZ transformation flattens the effect of formant
frequency for vowels in quiet. The remaining discussion will
refer to results in barks to allow us to focus on the effects of
the other experimental manipulations.

B. Vowel formant discrimination in LTSS noise and
multitalker babble

1. Effects of the noise level

Performance for vowel formant discrimination was sig-
nificantly affected by SNR, as shown in threshold-frequency
functions~see Figs. 4 and 6! as well as in masking functions
~Figs. 5 and 7!. As noise levels increased, thresholds el-
evated, particularly for SNR at22 and24 dB. As shown in
Figs. 5 and 7, the negative exponential of the fitted masking
functions for LTSS noise and babble showed that thresholds
decreased to an asymptotic level of performance, approach-
ing thresholds in the quiet condition. These results suggest
that the underlying pattern of the masking functions for both
noises is well-described by negative exponential functions.

An unexpected result in the present data was that thresh-
olds for22-dB SNR were higher than thresholds for24-dB
SNR for many formants in LTSS noise and babble, although
the level of the masker was lower. This could be due to
different strategies that listeners used for vowel formant dis-
crimination at these two high-level noise conditions. In quiet,
formant discrimination presumably depends on the compari-
sons of changes in the spectral shape. The systematic in-
crease in thresholds with noise up to22-dB SNR suggests
that spectral comparison was also used in the presence of
noise. However, at24-dB SNR the standard vowel was
mostly masked by noise, but as a consequence of the incre-
ment in the formant, the vowel with the formant shift became
more detectable than the standard vowel. Thus, listeners
might use a ‘‘nondetectable and detectable’’ decision rule in
the 24-dB SNR formant discrimination condition. The
‘‘nondetectable and detectable’’ strategy used at24-dB SNR
might make the discrimination task easier than the spectral
strategy used in22-dB SNR, thus accounting for the lower
thresholds obtained at24-dB SNR.

2. Effects of the formant frequency

When vowels were presented in the quiet condition and
in the noise conditions at the high SNR condictions, thresh-
olds asDZ suggested a relatively flat pattern over formant
frequency. However, when vowels were presented at low
SNRs~22 and24 dB! for LTSS noise, thresholds, inDZ,

were significantly higher in theF2 region than thresholds in
the F1 region. These differences are the result of the local
SNRs for those formants. As shown in Table II, the local
SNRs forF2 were lower than those forF1, resulting in more
masking in theF2 region for LTSS noise. For a given overall
SNR, especially at22 and24 dB, local SNRs for most of
the F2 values were below 0 dB, such that a larger formant
shift was needed for the vowel discrimination in theF2 re-
gions than in theF1 region for LTSS noise~see Table II!. On
the other hand, for multitalker babble with a different spec-
tral shape, local SNRs forF2 were higher than local SNRs
for F1 ~see Table III! and there was no significant difference
in thresholds asDZ across frequency, even at low SNR con-
ditions ~22 and24 dB!.

3. Effects of the noise type

Two types of noise were used in this study, LTSS noise
and multitalker babble with both spectral and temporal dif-
ferences. Comparisons of average thresholds for the overall
SNR conditions ~Fig. 8! suggested that performance of
vowel formant discrimination was better for multitalker
babble than that for LTSS noise, consistent with other studies
of speech perception in noise~Festen and Plomp, 1990; Pe-
ters et al., 1998!. Festen and Plomp~1990! investigated
speech-reception thresholds~SRTs! under steady-state noise
and multitalker babble with matched spectral shapes. They
found a benefit of 7 dB for babble background containing the
temporal fluctuations compared to a steady-state noise. An-
other study by Peterset al. ~1998! suggested that SRTs for
sentences from the HINT test~Nilsson et al., 1994! were
improved by 8 dB for noise with speech modulation com-
pared to the steady-state noise. These results suggested that
temporal dips provided usable acoustic cues for speech per-
ception. The amount that listeners can benefit from the tem-
poral variation of background noise levels is dependent upon
the modulation index of background noise, and the spectra of
noise and speech signals.

To compare these earlier masking studies to the present
data, a more detailed comparison of the performance for
vowel formant discrimination for the two types of noise in
relation to the local SNRs was made. The regression func-
tions, DZ50.20110.378* e(20.083* SNR) for LTSS noise and
DZ50.20110.340* e(20.094* SNR) for babble, are displayed in
Fig. 9. Because ranges of the local SNRs for the LTSS noise
and babble were different~210.9 to 12.6 dB for LTSS noise
and23.1 to 22.4 dB for babble; see Figs. 5 and 7!, only the
overlapping SNR range~25 to 15 dB! was shown in Fig. 9.

The comparison of these exponential masking functions
for the LTSS noise and babble~Fig. 9! indicates that thresh-
olds for formant discrimination improved with SNRs for
both maskers. They both approach the thresholds in the quiet
condition, estimated at 0.2 barks, while there was about
1.5-dB benefit for babble at the overlapping SNR regions.
These results suggest that, in a noisy environment, listeners
may benefit from amplitude variation over time in the
masker such that temporal dips in the masker provide extra
looks at spectral cues. Comodulation masking release~CMR!
is another possible mechanism~Festen, 1993!. The masker
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comodulation allows the comparison of information across
critical bands such that the auditory system may be able to
better distinguish masker from signal. Thus, a masking re-
lease is obtained. However, for these vowel stimuli, the ben-
efit of 1.5 dB from the temporal variation in the masker is
smaller than the 7–8 dB for recognition of words and sen-
tences~Festen and Plomp, 1990; Peterset al., 1998!. The
reason for this difference is not clear. First, isolated vowels
have little temporal variation, compared to that of the words
and sentences previously investigated. Thus, for vowels, the
interaction between the noise types and the speech signals is
quantitatively different because temporal dips in the babble
do not reveal as much information for vowels as for words
and sentences. Second, the above comparison between LTSS
noise and babble in terms of local SNRs removed level dif-
ference between the noises in order to estimate the effect of
temporal structure of the masker on formant discrimination;
however, as shown in Fig. 1, the long-term spectrum of the
babble is different from that of the LTSS noise such that the
difference between the two masking functions may still be
related to spectral differences between the two maskers such
that the benefit of babble may be underestimated. For ex-
ample, one possibility could be greater upward spread of
masking because the babble has greater low-frequency en-
ergy than the LTSS noise. Overall, the comparison of the two
noises in this study is limited because their long-term spectra
were not matched.

C. Range of formant discrimination abilities

Everyday communication commonly occurs in noisy
conditions. To represent more ordinary listening conditions,
listeners in this study were tested in background noise. As
noted earlier,DZ for quiet conditions over all the formants,
0.20 barks, is the baseline for formant discrimination under
optimal listening conditions for high-fidelity speech. Listen-
ers had difficulty in discriminating vowels in the adverse
listening conditions, in particular when noise was present at
high levels with overall SNRs of22 and24 dB. The range
of average thresholds for all noise conditions~five SNRs!

was from 0.305 to 0.677 barks for LTSS noise and from
0.252 to 0.531 barks for multitalker babble. At the highest
levels of LTSS noise,22- and24-dB SNR, thresholds for
formant discrimination increased by 3.3 and 3.4 times, re-
spectively. The corresponding values for multitalker babble
were 2.6 and 2.2. Performance was degraded even in the
high-SNR noise condition. Thresholds were increased by 1.5
and 1.2 times, respectively, for LTSS noise and babble for
the highest SNR condition~14 dB!.

A previous study on formant discrimination in more or-
dinary listening conditions for high-fidelity speech~Liu and
Kewley-Port, 2004b! suggested that thresholds for formant
discrimination were 0.301, 0.342, and 0.365 barks for high-
fidelity syllables, phrases, and sentences, respectively. Using
the baseline of 0.20 barks for optimal listening conditions,
target vowels embedded in a longer phonetic context de-
graded the formant discrimination ability by 1.5, 1.7, and 1.8
times in high-fidelity speech for syllables, phrases, and sen-
tences, respectively. Thus, high levels of noise~22- and
24-dB overall SNR! had a much more detrimental effect on
thresholds~poorer by 2–3 times! than did longer phonetic
context. Summarizing, both phonetic context and back-
ground noise have significant detrimental effects on vowel
formant discrimination. The extent of the effects depends on
the length of phonetic context and the characteristics of the
background noise such as noise level, spectrum of the noise,
and temporal properties of the noise.

D. Formant discrimination and distance in vowel
space

Vowel distribution in theF13F2 space depends on the
language~Bradlow, 1993!. English has a crowded vowel
space inF13F2 with overlapping vowel areas~Peterson
and Barney, 1952; Hillenbrandet al., 1995!. There is overlap
of vowel categories even for a single talker due to the con-
sonantal contexts~Broad and Fertig, 1970!. Given this over-
lap of the important acoustical propertiesF1 andF2, several
mechanisms that specify how vowels are identified accu-
rately and rapidly have been investigated. Some approaches
apply a normalization scheme~Syrdal and Gopal, 1986;
Miller, 1989!. Others have suggested that vowel identifica-
tion depends on dynamic transitions and vowel duration, as
well as other characteristics of vowel spectra~Nearey and
Assmann, 1986; Strange, 1989!.

The identification of vowels logically depends, in part,
on the ability to discriminate differences in the vowel spec-
tra. When background noise is present, listeners need greater
spectral distance to discriminate between formants than the
baseline of 0.2 barks for isolated vowels. For example, for
the most challenging condition (F2 of /u/ vowel!, listeners
needed almost 1-bark distance to detect the changes in for-
mants. Given the wide range of formant frequency thresholds
observed here, from 0.2 to 1.0 barks depending on listening
conditions, let us consider whether the distance between
vowel categories relates discrimination to identification. Sev-
eral studies have measured vowels formants produced by dif-
ferent talkers for steady-state vowels. Calculating the Euclid-
ean distance between all pairs of English vowels in theF1
3F2 vowel space in barks, Kewley-Port and Zheng~1999!

FIG. 9. Nonlinear~exponential decay! regression functions for LTSS noise
and babble, shown for the overlapping region between25- and 115-dB
local SNR.
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reported that 0.56 barks was the average of formant distances
between the closest vowel pairs produced by 16 speakers
with different American English dialects. Clearly, under op-
timal listening conditions, vowels in the American English
vowel space are far enough apart for listeners to discriminate
formant differences~threshold about 0.2 barks!. However,
under very adverse listening conditions, for example an over-
all SNR of 24 dB for LTSS noise, listeners needed an aver-
age distance of 0.677 barks to discriminate differences in
formant frequency, which was larger than the average for-
mant distance~0.56 barks! between the close vowel pairs.
This comparison between distances among vowel categories
and thresholds of vowel discrimination may explain why lis-
teners find many vowels confusing in noisy environments,
especially vowels that are close to each other. Given that
vowel formant thresholds are 0.305 and 0.252 barks for the
SNR level at14 dB for LTSS noise and babble, respectively,
and that typical home environments have SNRs better than
15 dB ~Pearson, Bennett, and Fidell, 1977!, this level of
background noise should not interfere significantly in vowel
perception. Specific research comparing vowel discrimina-
tion and identification in noise will clarify under what noise
level vowel perception becomes compromised.

V. SUMMARY

The goal of this study was to investigate formant dis-
crimination for high-fidelity isolated vowels in quiet and un-
der noisy conditions by manipulating several factors includ-
ing formant frequency, signal-to-noise ratio, and noise type.
Results suggested that formant discrimination was signifi-
cantly influenced by all three factors. Masking noise signifi-
cantly degraded formant discrimination, especially when the
overall level of noise was greater than that of the vowels.
Compared to thresholds in quiet~0.2 barks!, thresholds were
elevated by about a factor of 3 for SNRs lower than 0 dB. In
the noise condition, when the local signal-to-noise ratio was
equated, formant discrimination was better by 1.5 dB for
multitalker babble than for LTSS noise, suggesting that lis-
teners may have been able to take advantage of the temporal
variability of the masking in multitalker babble. The masking
functions were well-described by negative exponentials
acrossF1 and F2, which converged on the threshold for
vowels in quiet, for both LTSS noise and multitalker babble.
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Department of Biomedical Engineering, University of Southern California, Los Angeles, California 90089
and Department of Auditory Implants and Perception, House Ear Institute, 2100 W. Third Street,
Los Angeles, California 90057

Robert V. Shannon
Department of Biomedical Engineering, University of Southern California, Los Angeles, California 90089
and Department of Auditory Implants and Perception, House Ear Institute, 2100 W. Third Street,
Los Angeles, California 90057

~Received 28 September 2003; revised 18 August 2004; accepted 19 August 2004!

In multichannel cochlear implants, low frequency information is delivered to apical cochlear
locations while high frequency information is delivered to more basal locations, mimicking the
normal acoustic tonotopic organization of the auditory nerves. In clinical practice, little attention has
been paid to the distribution of acoustic input across the electrodes of an individual patient that
might vary in terms of spacing and absolute tonotopic location. In normal-hearing listeners, Bas¸kent
and Shannon~J. Acoust. Soc. Am.113, 2003! simulated implant signal processing conditions in
which the frequency range assigned to the array was systematically made wider or narrower than the
simulated stimulation range in the cochlea, resulting in frequency-place compression or expansion,
respectively. In general, the best speech recognition was obtained when the input acoustic
information was delivered to the matching tonotopic place in the cochlea with least frequency-place
distortion. The present study measured phoneme and sentence recognition scores with similar
frequency-place manipulations in six Med-El Combi 401 implant subjects. Stimulation locations
were estimated using the Greenwood mapping function based on the estimated electrode insertion
depth. Results from frequency-place compression and expansion with implants were similar to
simulation results, especially for postlingually deafened subjects, despite the uncertainty in the
actual stimulation sites of the auditory nerves. The present study shows that frequency-place
mapping is an important factor in implant performance and an individual implant patient’s map
could be optimized with functional tests using frequency-place manipulations. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1804627#

PACS numbers: 43.71.Es, 43.71.Pc, 43.66.Ts@PFA# Pages: 3130–3140

I. INTRODUCTION

Cochlear implants~CI! partially restore hearing to deaf
people by electrical stimulation of the auditory nerves. The
electrodes are organized in an array to deliver the spectral
information roughly consistent with the tonotopic organiza-
tion of the cochlea, with lower frequency information deliv-
ered in the apical region and higher frequency information
delivered in the basal region. However, little attention has
been paid during the standard fitting process to the spacing
or absolute tonotopic location of the electrodes.

The implant processor controls how the spectral content
of the acoustic input is assigned onto the electrodes. Despite
the uncertainty in the current spread and the stimulation lo-
cation in nerves, the tonotopic range of stimulation in the
cochlea is primarily determined by the active length of the
electrode array and its insertion depth. When the array is
fully inserted, the most apical contact is usually 20–30 mm
from the round window depending on electrode type. The
active stimulation range of the electrode array is typically
13.5 or 16.5 mm in length for Clarion I and Clarion II, 16.5

mm for Nucleus 22 and Nucleus 24, and 26.4 mm for
Med-El Combi 401. Greenwood’s frequency-place function
~1990! describes the characteristic frequency along the organ
of Corti as a function of cochlear place. Assuming an aver-
age length of 35 mm for human cochlea, an array of 16 mm
would stimulate a cochlear region that corresponds to an
acoustic frequency range of 1–12 kHz for a 20-mm-insertion
depth, and an acoustic frequency range of 500–6000 Hz for
a 25-mm-insertion depth. Similarly, a 26-mm-long array in-
serted to a depth of 30 mm would cover a tonotopic range of
185–11 800 Hz. While the electrode array position may vary
from patient to patient, many of the present cochlear implant
clinical fitting programs offer only a limited choice for the
overall spectral range of analysis filters as well as partition-
ing of individual bandwidths; common ranges are 350–6800
Hz for Clarion II, 150 Hz–10 kHz~SPEAK strategy Table 9!
for Nucleus 22, and from 200–300 to 5500–8000 Hz for
Med-El Combi 401. As a result, the acoustic frequency
range assigned to the stimulation region in the cochlea can
be wider or narrower than the acoustic characteristic fre-
quency range of that region, resulting in compression or ex-
pansion of the frequency-to-place mapping, respectively. Of-
ten there is also a tonotopic shift due to the discrepancya!Electronic mail: dbaskent@hei.org
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between the actual electrode location and the acoustic infor-
mation assigned. In some cases such a shift might be the
result of an electrode that is not fully inserted, while in other
cases the shift may be due to the assignment of the default
signal processing parameters.

Başkent and Shannon~2003! measured the effects of
compression and expansion in frequency-place mapping on
speech recognition by normal-hearing~NH! subjects. Im-
plant electrode arrays with different insertion depths and dif-
ferent number of electrodes were simulated using a noise-
band vocoder~e.g., Shannonet al., 1995!. In the vocoder the
cochlear tonotopic range of stimulation was represented by
noise carrier bands while the input acoustic frequency range
was determined by the frequency range of the analysis bands.
The stimulation range was held constant by employing the
same noise carrier bands for each condition while the analy-
sis frequency range was made wider~compressed map! or
narrower ~expanded map! relative to the carrier frequency
range. Speech recognition was generally better when the
analysis range matched the carrier range than for any
frequency-place expansion and compression condition, even
when the matched condition eliminated a considerable
amount of acoustic information. This result suggests that
speech recognition, at least without training, is dependent on
the mapping of acoustic frequency information onto the ap-
propriate cochlear place. Fu and Shannon~1999! found a
similar result with frequency-place shift. Vowel recognition
by NH subjects was significantly reduced if the frequency
information was presented to a simulated cochlear location
more than 3 mm from its normal tonotopic location. They
also observed a similar drop in performance with implant
users when the input frequency range was shifted prior to
implant processing. Whitfordet al. ~1993! attempted to
modify the processor maps of implant users by matching the
acoustic input range to the characteristic frequency of the
stimulation range and observed some improvement in the
open-set sentence recognition scores in low levels of noise.

A theoretical issue addressed by the present study is the
flexibility of perceptual pattern recognition for altered speech
tonotopic patterns. When NH subjects were tested with
frequency-place maps different than the normal acoustic
map, such as shifted~Fu and Shannon, 1999!, compressed, or
expanded maps~Başkent and Shannon, 2003!, there was a
reduction in phoneme and sentence recognition performance.
Prior to the experiments NH subjects had experience with
only the normal acoustic frequency-place map, which is per-
ceptually ‘‘burned in’’ over a lifetime of hearing. In contrast,
CI users had experience with two frequency-place maps: the
normal acoustic map~from the previous history of normal
acoustic hearing!, and the frequency-place map of the im-
plant processor, which is likely to be different than the
acoustic map. It is not clear whether or how speech pattern
recognition would be able to adapt to the new implant
frequency-place map. The present study does not address the
time course of such long-term adaptation, but rather looks at
the instantaneous effects of spectral distortions in the map-
ping. If CI users are affected by spectral alterations in a
manner similar to NH subjects, fitting the frequency-place
map for an individual implant user would be beneficial. A

map optimized from the beginning might make the overall
adaptation faster and the final asymptotic performance
higher.

In cochlear implants there are several factors that affect
the frequency-place mapping, but cannot be estimated with
certainty. These factors include physical quantities such as
the exact insertion depth of the electrode array, the proximity
of the electrodes to the spiral ganglia where the actual stimu-
lation occurs, and the actual length of the cochlea, physi-
ological factors such as nerve survival pattern and the tem-
poral and spatial pattern of stimulation in the auditory
nerves, and anatomical factors such as possible structural
abnormalities of the cochlea. It may be possible to obtain
more detailed information about the position of the im-
planted electrodes using sophisticated images from radio-
graphs~Marshet al., 1993; Cohenet al., 1996! or CT scans
~Kettenet al., 1998; Skinneret al., 2003!. However, even if
the relative insertion depth can be determined in individual
implant patients the medial-lateral location of the electrode
in the scala tympani might still not be accurately determined.
Moreover, because many factors affecting the current flow
cannot be imaged, it would still not be possible to know the
absolute location and characteristic frequency of the neurons
activated by each electrode. Because of these uncertainties,
the best assessment of electrode location and frequency-
place matching might be accomplished functionally rather
than by imaging.

In the present study we used the nominal value for in-
sertion depth as reported by Med-El for fully inserted elec-
trode arrays. All participating subjects had full insertions. In
reality, however, there is probably a large variation in the
actual electrode locations across subjects due to individual
differences in cochlear length, medial lateral electrode loca-
tion, and nerve survival. One purpose of the study was to
assess whether an optimum map could be obtained despite
the unknown factors by starting with a map based on esti-
mated values and fine-tuning it with behavioral tests.

In Experiment 1, we used the fact that implant users are
sensitive to spectral shifts in frequency-place maps~Fu and
Shannon, 1999! to find an estimate for the electrode insertion
depth behaviorally. The array location producing the best
performance~12–24 mm, with electrodes 4–9! was used in
Experiments 2 and 3.

A typical value used in applying the Greenwood map-
ping function for the average cochlear length of human is 35
mm. However, measurements by Ulehlovaet al. ~1987!
showed a range from 28 to 40 mm, with an average length of
34.2 mm for 28 men. When Kettenet al. ~1998! estimated
cochlear lengths of implant subjects from CT scans, they
found an average length of 33 mm for 20 subjects~range
29–37.5 mm!. In Experiment 2 we varied the assumed co-
chlear length used in the calculations of the frequency map
and explored the effects on speech recognition. Subjects had
peak performance at different values, but performance did
not change significantly over a range of a few mm. Therefore
we used the typical value of 35 mm for the average cochlear
length for all subjects in Experiments 3 and 4.

The behaviorally measured parameter values for elec-
trode array location and cochlear length from Experiments 1
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and 2 were used as baseline estimates for Experiments 3 and
4. From these baseline values, frequency-place compression
and expansion conditions were produced with a 6-electrode
processor in Experiment 3, and expansion conditions with a
12-electrode processor in Experiment 4.

II. EXPERIMENTAL METHOD

A. Subjects

Six Med-El Combi 401 users~S1–S6!, aged 25–62,
participated in experiments. All were reported to have full
electrode insertions at surgery. Detailed information about
subjects is summarized in Table I. Center frequencies are
shown in Table II for the analysis bands assigned to elec-
trodes in the clinical maps of subjects.

Three subjects~S1, S2, and S3! were postlingually, and
three~S4, S5, and S6! were prelingually deafened. All sub-
jects were born into hearing families and therefore have used
oral communication as their main communication mode, and
some had been provided with speech correction therapies for
long periods of time.

The baseline sentence scores given in Table I are for
IEEE sentences, which were too difficult for subjects S5 and
S6. They were retested with simpler HINT sentences and
were allowed to listen to each sentence as many times as
needed. Even with the simpler materials their open-set scores
were too low to fully observe the effects of spectral manipu-
lations. These subjects participated in Experiment 3 only.
Due to time constraints S4 did not participate in Experiments
1 and 2, and S3 did not participate in Experiment 4.

TABLE I. Information about subjects, all users of Med-El Combi 401. Reasonable scores for sentence recog-
nition with subjects S5 and S6~as shown with asterisks! could be obtained with simpler sentences~HINT! only,
where the subjects were also allowed to listen to each sentence as many times as needed. Baseline scores were
collected using subject’s clinical map.

Subject Age

Duration of
profound
deafness
~years!-
etiology

Experience
with CI
~years!

Baseline
vowel
score

~corrected
for

chance!

Baseline
consonant

score
~corrected

for
chance!

Baseline
sentence

score
~IEEE or
*HINT!

Overall
acoustic

input
frequency

range of the
original map

S1 39 30-
high fever

2.5 60.00 55.26 38.22 300–5500 Hz,
6 or 12
electrodes
later:
200–8500 Hz,
10, 11, or 12
electrodes

S2 62 12-
noise

exposure

1 68.18 70.18 92.81 300–5500 Hz,
all 12
electrodes

S3 46 26-
unknown

2 82.50 86.67 93.94 Map 1 and 2:
300–5500 Hz
Map 3:
300–7000 Hz
9 electrodes

S4 25 from birth-
unknown

5 70.00 85.91 84.52 300–7000 Hz,
9 or 12
electrodes

S5 36 from birth-
pregnancy

rubella

3 total,
1 year with
replacement

42.73 30.71 17.5*
~HINT!

300–5500 Hz,
all 12
electrodes

S6 40 from birth-
unknown

4.5 44.55 52.63 12.8*
~HINT!

300–7000 Hz,
Map 1 and 2:
6 electrodes
Map 3:
all 12
electrodes

TABLE II. Center frequencies of clinical maps used by the subjects.

Subject

Band-pass filter center frequencies for 12 electrodes~Hz!

1 2 3 4 5 6 7 8 9 10 11 12

S1, S2,
S5

338 430 549 701 894 1137 1444 1845 2349 2987 3889 4918

S3 352 487 off 672 930 off 1273 1771 off 2420 3456 4544
S4 358 507 off 722 1017 off 1445 2057 off 2890 4225 6013
S6 390 off 658 off 1114 off 1867 off 3147 off 5319 off
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B. Speech stimuli

Vowel stimuli ~selected from recordings by Hillenbrand
et al., 1995! consisted of ten presentations~five male and
five female talkers! of twelve medial vowels in CVC syl-
lables, including ten monophthongs and two diphthongs, pre-
sented in a /h/-vowel-/d/context~heed, hid, head, had, hod,
hawed, hood, who’d, hud, heard, hayed, hoed!. Chance level
on this test was 8.33% correct, and the single-tailed 95%
confidence level was 12.48% correct based on a binomial
distribution.

Consonants~selected from recordings by Shannonet al.,
1999! consisted of six presentations~three male and three
female talkers! of 20 medial consonants~", #b, $, Z, ), ,, c, %,
(, &, ', !, ., 2, b, #, 3, 4, -, 6! in CVC syllables, presented in
an /a/-consonant-/a/ context. Chance performance level for
this test was 5% correct, and the single-tailed 95% confi-
dence level was 8.27% correct based on a binomial distribu-
tion.

Two different sets of stimuli were used for sentence rec-
ognition tests: IEEE sentences~IEEE, 1969! spoken by a
single male talker and HINT sentences~Nilssonet al., 1994!
spoken by multiple talkers. IEEE sentences are phonetically
balanced across lists and the predictability of the words is
relatively low. Subjects S1 and S2 were also retested with
HINT sentences. HINT sentences are contextually easier,
have fewer key words, and are more similar to natural speech
in daily life compared to IEEE sentences. Subjects had not
heard any of the test sentences prior to the study. Each list
consisted of ten sentences and two lists were presented for
each condition. The presentation order of lists was random-
ized across subjects and conditions.

C. Procedures

Speech stimuli were presented via a loudspeaker in a
sound field at 70 dB on an A-weighted scale in a sound-
treated room. In the vowel and consonant identification tests,
subjects were asked to choose the phoneme they heard from
a menu displayed on the computer screen. All stimuli were
presented in random order via custom software~Robert,
1998!. In the sentence recognition test, they were asked to
repeat or type the words they heard in sentences, again pre-
sented in random order via custom software~Tiger Speech
Recognition System developed by Qian-Jie Fu!. The map in
the experimental processor was changed before every test.
The conditions of a specific experiment were presented in
random order to minimize learning effects.

D. Med-El Combi 40 ¿ implant system

The electrode array of the Combi 401 consists of 12
electrodes spaced 2.4 mm apart covering a total length of
26.4 mm in cochlea. The electrodes are numbered 1–12 from
apex to base. The array is designed for insertions as deep as
31 mm inside the round window. Stimuli were delivered to
the implant via a research TEMPO1processor, which is
worn behind-the-ear~BTE! and can process acoustic fre-
quencies from 200 Hz to 8.5 kHz.

E. Device parameters

For every subject, thresholds and maximum loudness
levels were determined using the standard clinical method to
customize the experimental processor for an individual sub-
ject. The input dynamic range was automatically adjusted by
the processor. The TEMPO1processor uses the CIS strategy
and the electrodes are stimulated in the monopolar mode.

F. Experimental conditions

In Experiments 1–3 we used a set of six electrodes that
had a narrower stimulation range than the default 12 elec-
trodes of the device. A narrower stimulation range was se-
lected to facilitate flexibility in manipulating the spectral
content of speech over a range of electrode array configura-
tions. In the ‘‘matched’’ condition the input acoustic range
was equal to the range of characteristic frequencies of the
array, calculated by Greenwood equation. If an insertion
depth of 31 mm is assumed, the six middle electrodes of the
implant cover a range of 12 mm, from 12 to 24 mm from the
round window. With the additional assumption of 35 mm for
an average cochlear length, the normal acoustic frequencies
corresponding to this range would be between 611 Hz and
3.82 kHz.

In Experiment 1, the speech was processed with an
analysis frequency range of 611 Hz–3.82 kHz in each con-
dition. A spectral shift was created by activating a different
set of six electrodes in each condition, located at different
distances from the round window, as shown schematically at
the top of Fig. 1 and summarized in Table III. As a result,
from condition 1 to 7 the cochlear location of the array of six
electrodes was shifted basally by 2.4 mm per condition.

Experiment 2 simulated the effects of variation in indi-
vidual cochlear length on the frequency-place mapping, by
changing the assumed cochlear length used in the Green-
wood equation from 31 to 39 mm in 1 mm steps. The set of
six middle electrodes~4–9!, which gave the peak perfor-
mance in Experiment 1, were activated in all conditions. The
assumed location of the most apical electrode was fixed at a
constant insertion angle~;470°!, equivalent to 24 mm inser-
tion for a cochlea of 35 mm. As a result, the acoustic fre-
quency corresponding to the apical electrode location was
constant for all experimental conditions, since the Green-
wood function scales the frequency-to-place map with co-
chlear length. As the assumed cochlear length increased the
proportion of the cochlea occupied by the electrode array
decreased, resulting in smaller analysis frequency range for
longer cochleae, as shown in the top portion of Fig. 2. The
conditions are summarized in Table IV.

In Experiment 3, frequency-place compression condi-
tions were generated with the same set of six electrodes as
the previous experiment~4–9!. The acoustic input range in
mm was made wider than the stimulation range~assumed to
be from 12 to 24 mm from the round window! at each end by
11 mm,12 mm,13 mm, and14 mm. The frequency range
of the acoustic input was calculated by converting the range
in mm with the Greenwood equation. Similarly, for expan-
sion conditions the acoustic input range was made narrower
than the stimulation range at each end by21 mm, 22 mm,
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23 mm, and24 mm. This manipulation also resulted in
narrower frequency bands that were assigned to each elec-
trode. The compression and expansion conditions are sche-
matically shown on top of Fig. 3 and more details can be
found in Başkent and Shannon~2003!, where similar condi-
tions were simulated. The corresponding frequencies for
these conditions are given in Table V.

Based on an assumed insertion depth of 31 mm, the
whole array of 12 electrodes lies between 5 and 31 mm from
the round window. The widest range of frequencies that
Tempo1 can process is 200 Hz–8.5 kHz. When this range is
translated into cochlear distance with the Greenwood equa-
tion, the corresponding range in mm is narrower than the
stimulation range of 26.4 mm, the overall length of 12 elec-

trodes. Thus, the normal map used in the implant processors
may result in frequency-place expansion. Experiment 4 pro-
duced similar expansion conditions to Experiment 3. The
analysis range was made narrower than the stimulation range
by 23 mm,24 mm,25 mm,26 mm,27 mm, and28 mm
on each end. The experimental conditions are summarized in
Table VI.

III. RESULTS

A. Experiment 1: Shifted electrode array

Subjects S1, S2, and S3 participated in Experiment 1.
The individual percent correct scores from vowel and conso-
nant recognition tests as a function of the shift condition are

FIG. 1. Individual percent correct scores of subjects S1, S2, and S3 from
Experiment 1 as a function of the shifted electrode array position. The top
and bottom rows show the vowel and consonant recognition scores, cor-
rected for chance, respectively. The dashed lines show the scores with the
processor map that the patient uses in daily life. The experimental maps are
schematically shown above the figure and linked to corresponding condi-
tions in the figure with arrows. The open-ended tube represents the cochlea
where the open end shows the base and the closed end shows the apex. The
line in the cochlea shows the assumed position of the electrode array and the
line above the cochlea shows the estimated location of the acoustic input
range calculated from Greenwood’s~1990! function. Different sets of elec-
trodes from 1–6 to 7–12 were activated while the same center frequency
range of 611–3.82 k Hz was assigned to electrodes in every condition.

TABLE III. Basal shift conditions for Experiment 1, shown as a function of the most apical electrode number
in the array of six electrodes activated.

Shift condition
~most apical electrode! 1 2 3 4 5 6 7

Activated electrodes in
the electrode array

1–6 2–7 3–8 4–9 5–10 6–11 7–12

Center
frequency range~Hz!

611–
3.82 k

611–
3.82 k

611–
3.82 k

611–
3.82 k

611–
3.82 k

611–
3.82 k

611–
3.82 k

FIG. 2. Individual percent correct scores of subjects S1, S2, and S3 from
Experiment 2 as a function of assumed cochlear length. The assumed co-
chlear length was used in the Greenwood equation to calculate the frequency
range matching the stimulation range. The top and bottom rows show the
vowel and consonant recognition scores, corrected for chance, respectively.
Similar to Fig. 1 dashed lines show patient’s performance with the processor
map and the conditions are schematized above the figure. In all conditions
electrodes 4–9 were activated with an array length of 12 mm and the most
apical electrode was fixed at the same insertion angle of 470°. As a result,
even though the array length and the insertion depth are the same, the
proportion of the cochlear range covered by the array becomes wider or
narrower relative to the cochlear length.
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shown in Fig. 1. The scores are corrected for chance. Vowel
recognition scores are presented in the top row while the
consonant recognition scores are presented in the bottom
row. Different symbols show scores from different subjects.
The same symbol is used for the same subject in all follow-
ing figures to facilitate comparison of the results across ex-
periments. The dashed lines show the performance of sub-
jects listening to the same stimuli with a map they use in
daily life. Generally, experimental conditions resulted in
lower performance levels compared to the processor map.
This difference may be due to variations in experience as
well as to the fact that the experimental maps only used six
electrodes, and had much narrower stimulation and acoustic
input ranges.

Figure 1 shows that subjects had peak performance
around conditions 4 and 5, with electrodes 4–9 and 5–10
activated, respectively. Electrodes 4–9 were selected to be

used for all subjects in Experiments 2 and 3.

B. Experiment 2: Effect of assumed individual
cochlear length

Figure 2 shows vowel and consonant recognition scores,
corrected for chance, for the same subjects as in Experiment
1 ~S1, S2, and S3! as a function of varying assumed values
for cochlear length. The peaks in vowel recognition scores of
S1 and S3 suggest that these subjects might have cochleae
that are only 33–34 mm long. However, generally there was
only a small effect on vowel recognition over a wide range
of assumed cochlear lengths, and an even smaller effect on
consonants. These results show that an inaccuracy in the es-
timate for cochlear length does not change the results signifi-
cantly. Therefore an assumed length of 35 mm, which has
typically been used in Greenwood mapping calculations, was
selected for use in Experiments 3 and 4.

TABLE IV. Center frequency ranges of the analysis bands in Experiment 2, calculated with Greenwood equation using the assumed cochlear length.
Electrodes 4–9 were activated in all conditions. The most apical electrode of the array~4! was at the same insertion angle~470°! for all conditions.

Assumed
cochlear
length ~mm! 31 32 33 34 35 36 37 38 39

Modified
electrode
array location
~mm!

9.3–21.3 9.9–21.9 10.6–22.6 11.3–23.3 12.0–24.0 12.7–24.7 13.4–25.4 14.1–26.1 14.7–26.7

Center
frequency
range~Hz!

611–4.77 k 611–4.49 k 611–4.24 k 611–4.02 k 611–3.82 k 611–3.64 k 611–3.48 k 611–3.35 k 611–3.20 k

TABLE V. Frequency-place mismatch conditions of Experiment 3. Six electrodes~4–9, assumed to be located
from 12 to 24 mm from the round window! were activated. For each condition the table lists the acoustic input
range in cochlear distance, center frequencies of bandpass filters, and the overall frequency range of analysis
bands in Hz.

Frequency-place
mismatch
condition

Range of
acoustic input

~mm!

Band-pass filter
center frequencies
for six channels

~Hz!

Overall
frequency

range
of analysis

bands
~Hz!

24 mm
~expansion!

20–16 1168 1322 1493 1684 1899 2137 1025–2367

23 mm
~expansion!

21–15 998 1200 1443 1735 2075 2475 887–2762

22 mm
~expansion!

22–14 850 1096 1404 1788 2266 2863 752–3196

21 mm
~expansion!

23–13 721 997 1361 1841 2475 3309 611–3847

0 mm
~matching!

24–12 611 906 1320 1896 2700 3820 493–4522

11 mm
~compression!

25–11 509 821 1279 1953 2945 4407 394–5467

12 mm
~compression!

26–10 423 743 1239 2011 3212 5082 314–6305

13 mm
~compression!

27–9 348 670 1200 2070 3502 5855 247–7482

14 mm
~compression!

28–8 281 604 1162 2131 3816 6744 207–8082
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C. Experiment 3: Frequency-place compression and
expansion with six electrodes

Figure 3 shows the individual percent correct scores of
all subjects as a function of compression and expansion with
six middle electrodes~4–9!. Vowel and consonant recogni-
tion scores, corrected for chance, are plotted in the top and
middle rows, respectively. S1 was tested twice with vowels
and consonants. Both curves are presented here~shown with
open circles in the left top and left middle panels! to dem-
onstrate the test–retest reliability. The scores of S5 and S6,

who were both prelingually deaf, were very low, almost at
the level of a single-channel processor performance for con-
sonants. Percent correct scores for sentences are shown in the
bottom row. S1 and S2 were tested with IEEE sentences
~open symbols! as well as HINT sentences~filled symbols!.
Even with simpler sentences~HINT! S5 and S6 could not
achieve significant sentence recognition.

The average scores from all subjects~thick lines! are
presented in Fig. 4 superimposed on the individual scores

TABLE VI. Frequency-place mismatch conditions of Experiment 4. All 12
electrodes~1–12, assumed to be located from 5 to 31 mm from the round
window! were activated. For each condition the table lists the acoustic input
range in cochlear distance, center frequencies of bandpass filters, and the
overall frequency range of analysis bands in Hz.

Frequency-place
mismatch
condition

Range of acoustic
input
~mm!

Band-pass filter
center frequency

range
~Hz!

Overall
frequency range
of analysis bands

~Hz!

28 mm
~expansion!

23.2–12.8 699–3407 645–3647

27 mm
~expansion!

24.2–11.8 590–3933 535–4264

26 mm
~expansion!

25.2–10.8 495–4538 440–4981

25 mm
~expansion!

26.2–9.8 412–5231 358–5815

24 mm
~expansion!

27.2–8.8 340–6028 287–6784

23 mm
~expansion!

28.2–7.8 278–6943 227–7911

FIG. 3. Individual percent correct
scores of all subjects from Experiment
3 as a function of compression and ex-
pansion in frequency-place mapping.
The top and middle rows show the
vowel and consonant recognition
scores, corrected for chance, respec-
tively, and the bottom row shows the
sentence recognition scores. S1 was
tested twice with vowels and conso-
nants to show the test reliability. S1
and S2 were tested with both IEEE
~open symbols! and HINT sentences
~filled symbols!. Similar to Fig. 1
dashed lines show patient’s perfor-
mance with the processor map and the
experimental maps are schematically
shown above the figure. In all condi-
tions electrodes 4–9 were activated
with an array length of 12 mm while
the frequency range assigned to the
electrodes was made narrower or
wider than the stimulation range of the
electrode array.

FIG. 4. Average percent correct scores of all subjects, shown with thick
lines, superimposed on the individual scores from Fig. 3, shown with open
symbols. In sentence recognition scores, the upper thick line shows the
average scores of S1 and S2 with HINT sentences, and the lower thick line
shows the average scores of subjects S1, S2, S3, and S4 with IEEE sen-
tences.
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~symbols connected with thin lines!. The left and middle
panels show the average scores from vowel and consonant
recognition tests, respectively. The lower thick line in the
right panel shows the average score from subjects S1, S2, S3,
and S4 with IEEE sentences, and the upper thick line shows
the average score from subjects S1 and S2 with HINT sen-
tences.

A one-way repeated-measures ANOVA showed that
there was a significant effect of compression and expansion
on performance for all stimuli~see Table VII for correspond-
ing F andp values!. In general, performance was best for the
matched condition~0 mm! and poorer for both frequency-
place expansion and compression. For vowels, a post hoc
Tukey test revealed that23 mm, 22 mm, and21 mm ex-
pansion scores were not significantly different than the 0 mm
condition ~where input frequency theoretically matched the
stimulation range!. In simulations, frequency-place expan-
sion produced a larger effect on vowel recognition than com-
pression~Başkent and Shannon, 2003!, whereas with implant
users a larger performance drop was observed with compres-
sion than with expansion. As in the simulations, the effects of
both expansion and compression were smaller on conso-
nants, which are generally more robust to spectral distortions
compared to vowels~Shannonet al., 1998; Friesenet al.,
2001!. A Tukey test showed no significant difference in re-
sults from22 mm expansion to13 mm compression with
consonants, which is a much wider range than observed for
vowels. Similar to simulations, consonant recognition scores
of Cl subjects dropped significantly only with high degrees
of compression~14 mm! and expansion~23 mm!. With
IEEE sentences, the best performance was obtained around 0
mm matching condition with a tolerance of a few mm of

compression; a Tukey test showed that scores from21 mm
expansion to13 mm compression were not significantly dif-
ferent. The performance dropped significantly with further
mismatch. HINT sentences display a sharper peak around the
0 mm matched condition with a larger drop compared to
IEEE sentences with increasing mismatch. The number of
subjects who listened to HINT sentences~two! was not suf-
ficient to run a statistical test.

1. Similarity of the experimental map to implant
processor map

One key question in the study is whether each subject’s
‘‘reference map’’ was determined by the normal acoustic
tonotopic map or the map implemented in the clinical speech
processor. Postlingually deafened patients had extensive ex-
perience with normal acoustic mapping prior to deafness,
whereas prelingually deafened patients had little to no expe-
rience with the normal acoustic map, so their reference map
might be determined by the implant map of the everyday
processor. Bas¸kent ~2003, Fig. 4.20! showed that the reduc-
tion of speech recognition under conditions of compression
and expansion could be modeled by the sum of squared dif-
ferences in band center frequencies between the acoustic and
experimental maps. This result was observed in implant
simulations with normal-hearing listeners, and might also ap-
ply to implant users, especially if postlingually deafened.

To assess the potential influence of the normal acoustic
tonotopic map and the implant processor map on the results
of Experiment 3 a similarity metric was calculated:

similarityIfactor5
1

errorIrms
, ~1!

with errorIrms defined as

errorIrms510A( i 51
N log10

2 ~ f cIexp~ i !/ f c~ i !!/N, ~2!

whereN5number of electrodes,f cIexp5center frequencies of
the experimental map, andf c5center frequencies of the
comparison map~i.e., either the normal acoustic map or the
implant processor map!. The similarity factor quantifies the
similarity between two maps by comparing center frequen-
cies of the analysis bands between experimental processors
and either the normal tonotopic map or the implant processor
map. The value of the index ranges from one to an
asymptotic zero: When the maps that are compared are iden-
tical the index is unity and as the maps differ the index
decreases. The values of similarity factors for the experimen-

TABLE VIII. Similarity of experimental conditions to normal acoustic map~0 mm, tonotopically matched map! and implant processor maps~shown in Table
II for each subject!.

Compression/
expansion
conditions

exp
24 mm

exp
23 mm

exp
22 mm

exp
21 mm

normal
map

~0 mm!
comp

11 mm
comp

12 mm
comp

13 mm
comp

14 mm

Similarity to normal
acoustic map

0.66 0.73 0.81 0.90 1.00 0.90 0.80 0.72 0.64

Similarity to
implant
processor
map

S1, S2,
S5

0.75 0.79 0.81 0.79 0.75 0.69 0.63 0.57 0.51

S3 0.70 0.75 0.78 0.78 0.75 0.69 0.64 0.57 0.51
S4 0.75 0.82 0.86 0.86 0.81 0.74 0.66 0.59 0.52
S6 0.78 0.86 0.94 0.93 0.85 0.77 0.69 0.63 0.57

TABLE VII. F and p values calculated with one-way repeated-measures
ANOVA for expansion and compression conditions of Experiment 3. Due to
the small number of subjects HINT sentences were not included.

Expansion F p Compression F p

Vowels,
n56
F(4,20)

13.65 ,0.001 Vowels
n56

F(4,20)

13.41 ,0.001

Consonants
n56
F(4,20)

15.89 ,0.001 Consonants
n56

F(4,20)

5.11 ,0.01

IEEE sentences
n54
F(4,12)

10.63 ,0.001 IEEE sentences
n54

F(4,12)

7.61 ,0.01
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tal maps are given in Table VIII when compared to normal
acoustic and implant processor maps.

Figure 5 duplicates vowel recognition scores from Fig. 3
with two similarity indices added. The similarity index func-
tion for the implant processor map~dotted line! was scaled to
fit the data at the lowest and highest values. The similarity
function for the acoustic tonotopic map~thick solid line! was
scaled to fit the lowest point and the value at 0 mm~match-
ing map!. Figure 5 shows that the vowel recognition results
of the postlingually deafened subjects S1, S2, and S3 were
similar to the pattern predicted by the similarity to the nor-
mal acoustic map. The pattern of performance of the prelin-
gually deafened subjects S4, S5, and S6 was similar to that
predicted by the similarity to their implant processor map.
Postlingually deaf subjects’ speech recognition appears to be
sensitive to the spectral mismatch relative to the normal
acoustic map, similar to NH listeners. Prelingually deafened
subjects, however, might not have had sufficient acoustic in-
put during the critical period that normally establishes the
acoustic tonotopic map, and so their performance appears to
be determined more by similarity to the processor map.

D. Experiment 4: Expansion with all 12 electrodes

Experiments 1–3 used six electrodes covering 12 mm in
the cochlea. The subjects’ experience with their implant,
which was as long as 5 years, was with the full stimulation
range of the default 12-electrode array~26.4 mm!. To con-
firm that similar effects occur with the entire array, we re-
peated the expansion conditions using all 12 electrodes of the
device.

S1, S2, and S4 participated in this experiment. Figure 6
shows individual~small open symbols! and average scores
~thick line! with the 12-electrode processor expansion condi-
tions combined with average scores of the same subjects
with six-electrode processor from Experiment 3~dotted line!.

The 12-electrode processor has better spectral resolu-
tion, covers a much wider stimulation range and acoustic
input range, and employs additional apical electrodes, com-
pared to the six-electrode processor. For example, for the
same23 mm expansion condition, the 12-electrode proces-
sor has a stimulation range of 26.4 mm and an analysis range
of 20.4 mm, while the six-electrode processor has a stimula-
tion range of 12 mm and an analysis range of 6 mm. As a
result scores were higher with the 12-electrode processor
compared to the six-electrode processor for the same expan-
sion conditions. Yet, similar to the six-electrode processor,
performance decreased as the expansion increased. The per-

formance around23 mm expansion resulted in performance
similar to that of the clinical processor. It is not clear, how-
ever, if higher performance levels could be achieved with a
better matched condition because device limitations did not
allow such mapping.

Figure 7 shows a comparison of the similarity metric
functions to the individual vowel recognition scores of the
subjects with 12-channel processor~open symbols!. As a ref-
erence, vowel recognition scores with the six-channel pro-
cessor are also included~filled symbols!. Similar to Fig. 5,
the prediction referenced to the similarity to the normal
acoustic map is shown by the thick solid line and the predic-
tion by the similarity to the subjects’ processor map is shown
by the dotted line. The dashed lines show subject perfor-
mance with the everyday processor map. The dotted lines
imply that the24 mm and25 mm expansion conditions
with 12 electrodes are most similar to the mapping used in
subjects’ implant processors, except that the analysis bands
of the experimental maps were partitioned in equal cochlear
distances instead of logarithmic steps. Similar to Experiment
3, the performance by S1 and S2, who were postlingually
deafened, followed the prediction based on similarity to the

FIG. 5. Vowel recognition percent
scores from Experiment 3, reproduced
from Fig. 3. The solid line shows the
performance predicted from the simi-
larity of the experimental map to pa-
tient’s implant processor map while
the dotted line shows the prediction
from the similarity of the experimental
map to the normal acoustic map.

FIG. 6. Percent correct scores of subjects S1, S2, and S4 from Experiment
4. The open symbols show the individual scores for 12-electrode expansion
conditions. The superimposed thick lines are the average scores of subjects
with 12 electrodes. The dotted lines are the average scores of the same
subjects from expansion and compression conditions with six middle elec-
trodes, taken from Experiment 3. The expansion conditions are schemati-
cally shown above the figure.
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normal acoustic map. Prelingually deafened subject S4 also
showed a pattern similar to that predicted by the normal
acoustic map, although the two predicted patterns were not
sufficiently different to make a clear distinction, given the
variability in the data in this case.

IV. DISCUSSION AND CONCLUSIONS

Speech recognition in cochlear implant listeners was sig-
nificantly affected by alterations in the frequency-to-
electrode mapping. Previous work in both acoustic simula-
tions and in implant listeners had shown that speech
recognition decreases with spectral distortions in the map-
ping, including apical-basal shift~Fu and Shannon, 1999;
Dorman et al., 1997!, nonlinear warping~Shannonet al.,
1998!, or compression–expansion~Başkent and Shannon,
2003!. The present study expands the general pattern of
frequency-place mismatch results to include frequency-place
compression and expansion in cochlear implant listeners.
The results have theoretical value as they quantify how
speech pattern recognition is affected by alterations in the
cochlear representation of speech. In addition, the present
results have practical value, as they show the inherent
tradeoffs between electrode array insertion depth, number of
active electrodes, and input frequency range, to provide basic
guidelines for optimal fitting of implant patients.

The implant subjects displayed a similar pattern of re-
sults despite the large variation in their speech recognition
skills. Consistent with the acoustic simulations by Bas¸kent
and Shannon~2003! best speech recognition was obtained
with frequency-place maps with the least spectral distortion.
Both compression and expansion reduced recognition, espe-
cially with vowels, which are more sensitive to spectral ma-
nipulations. Yet, there was a significant difference between
NH and implant subjects in their exposure to frequency-
place maps, and the implant results showed two distinct pat-
terns that might be determined by the individual subject’s
reference map. A simple model of frequency-place distortion
fit the data from NH subjects~Başkent, 2003! and postlin-
gually deafened subjects by weighting frequency-place mis-
match relative to the normal acoustic tonotopic map. The

same model fit the data from prelingually deafened subjects
based on the similarity of the experimental map to the map in
their individual processor. In Experiment 4, where the expan-
sion conditions were applied with all 12 electrodes, the per-
formance by the postlingually deafened subjects was again
closer to the prediction by the similarity of the experimental
condition to the normal acoustic map.

The changes in performance observed in the present
study are acute effects observed immediately after the sub-
ject was given a new map, without any time to adapt to the
new processor. It is not clear how much implant patients
would be able to adapt to such compressed or expanded
maps over time. The results of this study show that the
choice of the frequency-place map has a significant effect on
speech perception and choosing a better fitting map might
instantly increase the performance of an implant patient. If a
patient is initially given the best-fit map, any further adapta-
tion could then start from this high performance level.
Complementary to the findings of the present study with
fully inserted arrays, Bas¸kent and Shannon~2004! showed
that it is particularly important to fit patients with partial
insertions, who generally do not perform as well as patients
with full insertions, with an optimum map. Although studies
have shown improved performance with experience over the
first few months of implant use~Tyler et al., 1997; Fuet al.,
2002; and Fu and Galvin, 2003! it has not been demonstrated
that such learning has a differential effect for different pro-
cessor parameters. It seems likely that experience will in-
crease performance for any processor setting, so it may be
important to start with the setting that produces the best
speech recognition to optimize long-term as well as short
term outcomes.

One potential difficulty in such experiments with co-
chlear implants is the uncertainty inherent in several key pa-
rameters such as cochlear length, electrode array insertion
depth, and its lateral distance from modiolus, and the best
frequencies of the nerves actually stimulated by each elec-
trode. The experiments in the present study demonstrated
that, even though the physical values of these key parameters
cannot be known with certainty, optimal values for a
frequency-to-electrode map can be functionally estimated
starting with approximate initial values. Phoneme recogni-
tion in Experiments 1–4 was always a simple function of the
underlying manipulation, showing peak performance at a
certain parameter value and a drop in performance as the
value of that parameter was increased or decreased. Vowels
and sentences were the speech materials most sensitive to the
manipulations. Given the simplicity of these functions, a
clinical procedure could be developed to rapidly converge on
the optimal set of parameters controlling the frequency-to-
electrode mapping for an individual patient. A subset of vow-
els could be selected that are most sensitive to frequency-
place distortion. A simple optimizing algorithm could be
developed to converge on the frequency-place mapping that
maximizes vowel recognition for that reduced set in each
individual patient, without the costs and risks of x rays and
CT scans.

FIG. 7. Individual vowel recognition percent scores with 12-electrode pro-
cessor from Experiment 4, shown by open symbols, and scores with six-
electrode processor from Experiment 3, shown by filled symbols. The solid
line shows the performance predicted from the similarity of the experimen-
tal map to patient’s implant processor map while the dotted line shows the
prediction from the similarity of the experimental map to the normal acous-
tic map. The dashed lines show the performance of subjects with the implant
processor map.
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The effect of overlap-masking on binaural reverberant
word intelligibilitya)
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Reverberation interferes with the ability to understand speech in rooms. Overlap-masking explains
this degradation by assuming reverberant phonemes endure in time and mask subsequent
reverberant phonemes. Most listeners benefit from binaural listening when reverberation exists,
indicating that the listener’s binaural system processes the two channels to reduce the reverberation.
This paper investigates the hypothesis that the binaural word intelligibility advantage found in
reverberation is a result of binaural overlap-masking release with the reverberation acting as
masking noise. The tests utilize phonetically balanced word lists~ANSI-S3.2 1989!, that are
presented diotically and binaurally with recorded reverberation and reverberation-like noise. A small
room, 62 m3, reverberates the words. These are recorded using two microphones without additional
noise sources. The reverberation-like noise is a modified form of these recordings and has a similar
spectral content. It does not contain binaural localization cues due to a phase randomization
procedure. Listening to the reverberant words binaurally improves the intelligibility by 6.0% over
diotic listening. The binaural intelligibility advantage for reverberation-like noise is only 2.6%. This
indicates that binaural overlap-masking release is insufficient to explain the entire binaural word
intelligibility advantage in reverberation. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1781621#

PACS numbers: 43.71.Gv, 43.66.Dc, 43.66.Pn, 43.55.Hy@DOS# Pages: 3141–3151

I. INTRODUCTION

Reverberation is the summation of attenuated, time-
delayed echoes of an acoustic signal. It would be convenient
to assume that reverberation solely reduces intelligibility
~Steinberg, 1929!, but this assumption is incorrect. Acoustic
architects often consider early echoes desirable since they
increase the amplitude of the signal reaching a listener. This
increase in amplitude due to reverberation can increase
speech intelligibility if it raises the level above ambient noise
levels ~Hodgson and Nosal, 2002!. Lochner and Burger’s
~1958! work demonstrates this effect for single echoes, and
more recently, Watkins and Holt~2000! demonstrate the fu-
sion of complex early reflections for vowel sounds. Early
echoes do not benefit intelligibility when the sound pressure
level is equal in anechoic and reverberant recordings. The
present work is concerned with this constant amplitude con-
dition, where the early echoes are detrimental to word intel-
ligibility.

Later arriving echoes tend to reduce intelligibility more
severely than the early echoes. Reverberation is highly de-
pendent on the physical properties of the enclosed space as
well as the location of the source and the listener within the
space, so the division between early and late echoes is am-
biguous ~Soulodreet al., 1989!. The interference is espe-
cially pronounced for listeners with hearing impairments
~Nábělek and Mason, 1981!, or non-native speakers~Takata
and Nábělek, 1990!. The reason for this reduction is not en-

tirely known. One probable cause is that the later echoes
mask the speech that arrives directly from the source~Bolt
and MacDonald, 1949!. An alternative possibility is that the
reverberation distorts phonetic transitions essential for iden-
tification ~Nábělek et al., 1996!. In this alternate case the
reverberation and direct speech are considered as one signal
with characteristics that are quite different from the direct
speech alone.

A. Overlap-masking

It is useful to understand how reverberation alters the
attributes of speech and thereby reduces word intelligibility.
Reverberation is well understood in terms of physical acous-
tics, but theories are incomplete on the specific alterations of
speech characteristics that cause intelligibility reduction.
Bolt and MacDonald~1949! and Nábělek et al. ~1989! pro-
pose two contributing factors to the degradation of speech in
reverberation: self-masking and overlap-masking. Self-
masking refers to the time and frequency alterations of an
individual phoneme. Reverberation slows onsets and decays
of transient sounds. As such, it is not masking in the tradi-
tional sense. For example, the sound of an isolated /t/, which
is essentially a transient noise burst, becomes less abrupt in
the presence of reverberation. Reverberation also disrupts
formant transitions between vowels by smearing temporal
frequency changes. These and other disruptions reduce the
phonetic information necessary for identification.

The present work focuses on overlap-masking as op-
posed to self-masking. Overlap-masking occurs when a pre-
ceding phoneme and its echoes mask a subsequent phoneme.
In this interpretation, the phonemes might be thought of as

a!Portions of this work were presented in ‘‘Further investigations on binaural
intelligibility of reverberant speech,’’ J. Acoust. Soc. Am.111, 2430
~2002!.

b!Electronic mail: libbey@mail.com
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self-masked phoneme units. The unit is a masker when it
occurs first and a maskee when it follows. An example of
overlap-masking is two phonemes with similar frequency
content occurring sequentially with a brief delay between
them. The initial phoneme will endure because of reverbera-
tion and may overlap the second phoneme and its associated
reverberation. The maskee in this case is the second pho-
neme’s direct response as well as the second phoneme’s ech-
oes. This overlap-masking impoverishes the second pho-
neme. Arai et al. ~2002! assume overlap-masking is
occurring and exploit it in a processing scheme to improve
word intelligibility. They reduce the energy of redundant por-
tions of anechoic speech so that it is less likely to mask
subsequent phonemes when broadcast in an auditorium. This
is done by identifying steady state portions of speech with
the ‘‘mean square of the@cepstral# regression coefficients for
each time trajectory of the logarithmic envelope of a sub-
band.’’ Hodoshimaet al. ~2004! find the intelligibility of
words processed with this technique to be 5.4% greater than
for unprocessed words when played in simulated rooms with
0.9–1.3 s of reverberation.

A listener’s ability to detect and identify the second pho-
neme depends on energetic masking, suppression of remote
frequencies, and informational masking. Energetic masking
affects detection at the auditory periphery~Zwicker and
Fastl, 1999!, where energy spreads out due to the response of
the basilar membrane. Suppression may occur due to energy
in remote bands resulting in a second form of masking
~Moore and Vickers, 1997!. Informational masking occurs
centrally and is associated with identification~Kidd et al.,
2002!. In this third case, a phoneme may be detectable but
not identified by central auditory processing. The intelligibil-
ity tests presented in the following do not distinguish be-
tween these masking types.

B. Binaural intelligibility advantage

The degradation caused by reverberation seems to go
largely unnoticed by normal listeners in small reverberant
rooms, and the binaural system’s contributions to this per-
ception are frequently observed. Many investigations explore
the binaural perception of speech in reverberation, additive
noise, and in the presence of interfering talkers. Bronkhorst
~2000! tabulates the large binaural advantages in his review
of the cocktail party phenomenon. However, Loven and Col-
lins ~1988! show that significant interactions exist between
reverberation and noise. Therefore, research needs to address
reverberation without noise to accurately assess binaural in-
telligibility.

Earlier work investigates intelligibility in noiseless con-
ditions for a variety of room configurations. Moncur and
Dirks ~1967! compare near ear, far ear, and binaural listening
for T6050.9, 1.6, and 2.3 s. Their data show a binaural ad-
vantage of 7.1%, 10.2%, and 9.5% word intelligibility, re-
spectively, over the near ear alone.~Intelligibility advantages
represent differences between intelligibility scores. They in-
volve subtraction only and do not represent a percentage
change in % correct.! Nábělek and Mason~1981! investigate
this binaural advantage for hearing impaired listeners and
find a binaural advantage of approximately 6.7% word intel-

ligibility at T6050.5 s. Nábělek and Robinson~1982! per-
form the most comprehensive analysis in quiet on a variety
of age groups forT6050.4, 0.8, and 1.2 s. For 27 year olds
with normal hearing, they find an overall binaural intelligi-
bility advantage of 1.8%, 4.2%, and 5.3%, respectively. The
variation in these results illustrates the effect of different
rooms and listening conditions on intelligibility scores~Ná-
bělek and Robinette, 1978!.

The present work focuses on the binaural system’s abil-
ity to increase intelligibility in reverberation. Several binau-
ral mechanisms may be responsible, including binaural
overlap-masking release, source localization, or higher level
speech processing. The first two receive much attention in
terms of psychoacoustic and speech perceptual studies, the
third is speculative.

Binaural masking release refers to the decrease in the
threshold of detection of a signal in noise when both ears are
used. The intelligibility tests presented here consider the pos-
sibility that the binaural system reduces the effect of rever-
beration and increases intelligibility in a manner similar to
how it reduces the effect of noise in binaural detection tasks.
Specifically, that the binaural system reduces overlap-
masking in reverberation much as it reduces noise masking.

Mechanisms responsible for localization or the prece-
dence effect~Wallach et al., 1949! may also be responsible
for the binaural advantage. In this case, binaural information
might isolate the direct signal or remove some of the echoes
prior to word identification. Colburn~1996! and Wittkop
et al. ~1997! illustrate several low level binaural processing
models that might help to explain this based on source local-
ization. It is difficult to understand how these mechanisms
work in the presence of multiple echoes.

Binaural interactions are often not associated with high
level speech processing, but the possibility cannot be ruled
out. Dichotic experimentation provides evidence that pho-
netic integration occurs at higher levels~Jovicic, 1990;
Miyata et al., 1991!. While localization mechanisms and
higher level processing are probable causes for binaural ad-
vantages of speech, they are not segregated in the binaural
experiments presented in the following.

We hypothesize that the binaural system cancels uncor-
related reverberation received at each ear. Reverberation is
assumed to act as uncorrelated noise that masks subsequent
reverberant phonemes. This reverberation is reduced similar
to binaural masking release, familiar from psychoacoustic
detection experiments~Koenig et al., 1977!. Further support
comes from models that propose to improve signal quality
based on the uncorrelated~Allen et al., 1977! and the spa-
tially incoherent~Flanagan and Lummis, 1970! character of
reverberation at the ears. In casual listening tests, these algo-
rithms reduce the perception of reverberation by reducing the
reverberant tails and improving spectral content over the re-
corded reverberation. They are unsuccessful at increasing the
recognition of consonants in CVC word tests~Bloom and
Cain, 1982!.

The present research tests this hypothesis by measuring
the intelligibility of binaural and diotic words. Data from
these tests show that binaural overlap-masking release ac-
counts for only a portion of the binaural intelligibility advan-
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tage and that localization mechanisms and higher level pro-
cessing are acting as well.

II. METHOD

This work investigates binaural overlap-masking release
in a pair of word intelligibility tests. These tests cannot dis-
prove overlap-masking. Instead, they focus on the binaural
system’s ability to reduce reverberation in a manner similar
to how it reduces masking noise. The first test compares the
intelligibility of words with reverberation to words with
reverberation-like noise for diotic presentations. It deter-
mines the signal to noise ratio~SNR! at which words masked
by noise are as intelligible as words ‘‘masked’’ by reverbera-
tion. The second test looks again at reverberation and
reverberation-like noise, but includes binaural presentations
in addition to diotic. It examines the possibility that the bin-
aural intelligibility advantage is actually a form of binaural
masking release.

In the present work, intelligibility is measured directly
for an experimental design with multiple factors at fixed lev-
els. Traditionally, experiments addressing binaural noise can-
cellation measure detection. Koeniget al. ~1977! investigate
the detection of amplitude modulated sentences in reverbera-
tion alone. They conclude that the binaural system squelches
reverberation as it does noise. The alternative to detection is
to alter experimental factors such that a particular percentage
of words are understood correctly, say 50% intelligible~Lev-
itt and Rabiner, 1967a!. This poses difficulties when multiple
variables are to be included in an experimental design. The
standard up–down methods used to adjust an experimental
variable to achieve the desired level are not suitable for mul-
tiple factors~Levitt, 1971; Levitt and Rabiner, 1967b!. Fur-
thermore, many of the factors used in the designs are fixed
and discreet. It is not possible to make continuous adjust-
ments to achieve the desired intelligibility. Therefore, this
research measures intelligibility differences as opposed to
intelligibility level differences. An overview of the measure-
ment process is presented in the following. Details for each
individual test are given in Sec. III.

A. Anechoic recording of words

Phonetically balanced 50 word lists~ANSI, 1989! are
chosen over consonant-vowel-consonant and rhyme tests be-
cause of their ability to discriminate the effects of reverbera-
tion. Kruger et al. ~1991! find that a phonetically balanced
word test is more sensitive to changes in reverberation time
and has lower variance than the modified rhyme test or test
sentences. Human speakers pronounce the phonetically bal-
anced lists in a random order in an anechoic chamber. A
carrier phrase is not included due to concerns that the phrase
might interfere with the word, and since the phrase is not
phonetically balanced this could bias the experiment. A rec-
ommendation for future tests is to have the speakers produce
three phonetically balanced words in rapid succession. The
second word being the target and the first and third words
coming from lists not otherwise used during the test.

The anechoic recording technique places a human
speaker in a chair approximately 100 cm away from a 36 cm
computer monitor mounted on a pipe. The text is shown on

the monitor and the person repeats the word they read. A 13
mm free field microphone~Larson Davis model 2540! is
positioned approximately 15 cm from the speaker’s mouth at
an angle of 45°. Each anechoic word is digitally recorded at
44.1 kHz and 16 bits using a calibrated sound card
~SB4171!. The recorded words are not altered to compensate
for any frequency response characteristics of the recording
system since it has a relatively flat response. A 60 Hz high
pass filter removes unwanted low frequency noise that is
present in the anechoic chamber, and noise occurring before
and after the word is manually truncated.

The two tests use 14 unique lists from ANSI~1989!,
including lists number 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15,
and 16. Different speakers pronounce these lists, for the first
test a speaker~S1! pronounces lists 3–10. The second test
reuses six of these pronounced lists and adds three additional
speakers pronouncing overlapping word lists.~S1, lists 3, 4,
5, 7, 8, 9; S2, lists 7, 8, 9, 11, 12, 13; S3, lists 1, 11, 12, 13,
15, 16; and S4, lists 1, 3, 4, 5, 15, 16.! This arrangement
results in 26 speaker/list combinations, or a total of 1300
recorded words. Responses produced or recorded inaccu-
rately are eliminated and the same word, produced by an-
other speaker, replaces that response~18 out of 1300
anechoic words are substituted in this manner.!

B. Reverberant room

The reverberant room has dimensions of 5.134.532.7
m, Fig. 1. The walls are painted drywall without windows,
carpeting covers a concrete floor, and the ceiling is standard
office, porous, pressed fiber. Five metal file cabinets occupy
the room, they are 1.4 m tall occupying a total floor area of
1.7 m2. The broadband reverberation time is 0.6 s.T60

50.8 s for the 500 Hz octave band,T6050.6 s for the 1 kHz
band, andT6050.6 s for the 2 kHz band.

A loudspeaker source is positioned in one corner of the
room and the microphones in the opposite corner. The coor-
dinate positions are~4.7,1.2,2.1! m and ~0.7,3.7,1.2! m re-
spectively, resulting in a separation distance of 4.8 m. This
distance is greater than the calculated critical radius,r c

50.6 m. A critical radius is the distance from a source to
where the direct energy is equivalent to the diffuse energy.
For a suspended omni-directional source,

FIG. 1. Layout of the reverberant room illustrating the source, microphones,
and other objects in the room.
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r c5kA V

T60
m, ~1!

where V is the volume of the room in m3 and k50.06
~Pierce, 1991, pages 267–269!. The source and listener sepa-
ration is also greater than the calculated perceptual critical
distance of 2.0 m. Peutz~1971! defines the perceptual critical
distance as the distance ‘‘beyond which the intelligibility is
constant,’’ and setsk50.2 in Eq.~1!.

C. Intelligibility testing

The heart of the intelligibility test consists of presenting
reverberant words to listeners and assessing their replies. The
test administrator instructs the listeners before this testing
occurs. They are asked to listen to each word, reply imme-
diately with the word they think they heard, to guess on
confusing words, and to reply with the comment ‘‘don’t
know’’ for words they cannot guess. The subjects are not
given any additional information to aid their responses. The
subjects are untrained and not familiar with the testing ma-
terial, but are given 30 practice words before the real test
begins. Feedback is not provided during either the practice or
the test session. A computer monitor prompts listeners to
click a button to advance through the words. The words are
played to the subjects over headphones binaurally and dioti-
cally. Binaural implies that both ears receive information as
if in a natural acoustic environment. In this case, the signals
are generally different in each ear. Diotic conditions present
only one signal to both ears. This eliminates the possibility
of ear advantages and reduced loudness associated with mon-
aural listening.

A single microphone~Larson Davis model 2560! at
short range records the subjects responses digitally~22.05
kHz, 16 bits!. The test administrator scores each response as
correct or incorrect based on comparisons to the textual word
and the anechoic recording~down sampled to 22.05 kHz!.
When no response is given the word is judged incorrect, and
when the response is incompletely recorded, it is assessed on
an individual basis. 5200 replies are recorded, of these 44 are
blank and 52 are incomplete.

D. Recorded reverberation

Two loudspeaker units~Kenwood KFC-1058S, 9 cm!
mounted face to face approximate a single omni-directional
source. This is not an accurate model of a person speaking in
a room since a real voice is directionally dependent. Yet, this
configuration is thought to be more favorable than a baffled
piston or dipole. The anechoic words are prefiltered to con-
trol the time, frequency, and amplitude characteristics of the
loudspeaker system. The inverse filter for the loudspeaker
system is created by a least-squares time inversion of the
impulse response of the sound card, amplifier~Realistic
MPA-95!, and loudspeakers.

The recorded reverberant words include both the direct
arrival and reverberation. A research assistant sitting in the
room wore two microphones next to her ears to record the
reverberant words. This was done to maintain interaural level
and time differences, although spectral weighting is dis-

torted. The two microphones, 13 mm random incidence~Lar-
son Davis model 2560!, are positioned with the gratings
horizontal and level with the top of the ear canal entrance.
They are mounted on a cap such that they apply a small
amount of pressure to the upper pinna. The assistant faces
the source and no word is recorded if the head is turned more
than 6°. This angle is ensured by measuring the flight time
from loudspeaker to each microphone. Ideally, a mannequin
head would be used, but one was not available during this
phase of testing.

The recorded reverberant words require filtering and
scaling before being played over headphones, similar to the
preparations for the loudspeaker system. The headphone pre-
sentation system consists of an Echo MIA sound card, Sony
MDR-CD470 headphones, and the subjects’ occluded ears.
This system does not have a flat frequency response. Inverse
filters help correct these discrepancies based on the system
response of the headphones placed on a Head Acoustics
mannequin~Russottiet al., 1988!. The headphones are re-
placed between each of eight measurements to account for
minor variations due to positioning~Kulkarni and Colburn,
2000!. The impulse responses of the left and right channels
are independently averaged and inverted using a least-
squares time domain solution. The measured system re-
sponses will not contain accurate pinna spectral weighting
because of individual listener differences and placement
variations. Prefiltering the prepared words flattens the fre-
quency characteristics of the headphone response, and short-
ens the impulse response received at a listener’s eardrums.
All signals are scaled so that the average sound pressure
level of the prepared words is 66 dB~ref 20 mPa! for all
treatments. A 5 ms segment of a Hanning window fades the
signal on and off in order to prevent clicks at the start and
finish of a word.

E. Listeners

The listeners’ ages range from 21 to 35 years with a
mean age of 26 years. Each listener takes a threshold of
hearing test using the same headphone system as the intelli-
gibility test. This test is not based on a standardized testing
procedure and results should be interpreted in the context of
this work. The subjects’ equivalent threshold level is 27 dB
~ref 20 mPa! at 250 Hz with a standard error of 6 dB. The
mean difference between subjects’ left and right ear was 3
dB with a standard error of 4 dB and a maximum difference
of 9 dB. Data also exist at 1 and 4 kHz, but is limited by the
quietest sound that could be produced by the equipment. The
subjects are capable of detecting 1 and 4 kHz pure tones
quieter than 12 and 17 dB, respectively. The differences be-
tween the left and right ear are not available for the higher
frequencies because of this equipment limitation.

F. Noise

Recording and playback systems carry with them the
possibility of added noise, this is controlled through a variety
of techniques. Noise was limited by choosing a room with
limited external disturbances. The ventilation system is dis-
connected and recordings are made during the night. Equip-
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ment noise adds a low frequency carrier to all the recorded
signals. This is reduced by a finite impulse response filter
with a cutoff of 60 Hz. The signal to ambient noise ratio in
all the tests is approximately 30 dB, based on analysis of the
prepared word lists used in the tests. This ratio is slightly
better for octave bands from 0.5 to 4 kHz, and a bit worse
out of this region.

III. WORD INTELLIGIBILITY TESTS

A. Diotic test

The diotic test compares the intelligibility of recorded
reverberant words to anechoic words with reverberation-like
additive noise, details of this reverberation-like noise follow
in sec. III A 2. The purpose of this comparison is to equate
diotic word intelligibility in reverberation to that in
reverberation-like noise, so that a subsequent test can com-
pare binaural advantages accurately. By equating the overall
intelligibility level, binaural deviations from this base point
will vary at essentially a constant rate relative to the inde-
pendent variable and therefore be comparable.

1. Experimental design

The experimental design~Table I! includes three factors:
SNR, listener, and word list. The principal factor, SNR, con-
sists of seven levels, six of which represent various ratios of
anechoic word energy to the energy of the reverberation-like
noise. The SNRs for these six levels are214, 212, 29, 26,
23, and 0 dB. The remaining factor level is recorded rever-
beration. For this level, no alterations are made to the signal
to reverberation ratio~SRR! of the original recording. There-
fore, the presentations include the direct arrival and the re-
verberation. The SRR is approximately212 dB and is based
on the energy of the direct path word divided by the energy
in the reverberant echoes for the duration of the word. A
simulated room is used to calculate these energies and is
based on the method of images as proposed by Allen and
Berkley ~1979!. The various levels of the SNR factor permit
matching the intelligibility of words in reverberation-like
noise to those with normal reverberation.

Four listeners participate, one female and three males all
with normal hearing, aged 21 to 31 with a mean age of 26
years. None of the listeners could be considered trained, but
two of the listeners had taken similar word intelligibility tests
previously. Each listener hears eight unique word lists~ANSI

~1989! lists: 3–10! spoken by one male American English
speaker. Six of the eight lists are assigned to the six SNR
levels and the recorded reverberation condition is assigned
the remaining two lists. The assignments are different for
each listener and distributed to balance the design as much as
possible. Presentation order is completely randomized with
respect to word list and SNR.

2. Reverberation-like noise

If reverberation masks the direct signal as hypothesized,
then an additive noise signal should be able to imitate the
reverberation and produce the same effects. However, the
spectral and temporal characteristics of the reverberation are
notably different from randomly distributed noise. Gelfand
and Silman~1979! suggest that multiple echoes act as speech
shaped noise. Therefore, the reverberation, not including the
direct signal, is manipulated to produce noise that has slowly
varying spectral properties similar to reverberation, but dif-
fers in that the relative phase between frequency components
is randomized.

This noise signal is generated by isolating the reverbera-
tion from the direct signal by subtracting the anechoic word
from the recorded reverberation. This is possible because the
arrival delay of the direct signal is known. The isolated re-
verberation is then divided into octave bands, Fig. 2. From
each of these bands a modulation envelope is determined by
taking the absolute value of the time domain octave signal
and low pass filtering it at 22.5 Hz. Drullmanet al. ~1994!
show that this cutoff frequency will not substantially reduce
intelligibility. Dividing the original octave band by its enve-
lope gives the wave form fine structure, the high frequency
carrier of the modulation. Without other alterations, the wave
form fine structure can be recombined with the envelope to
reconstruct the reverberation without loss of information, in
other words, the output would exactly match the recorded
reverberation.

Instead, the phase of the wave form fine structure is
randomized independently within each band to convert the

TABLE I. The experimental design for the diotic test showing the word lists
from ANSI ~1989! in columns, the listeners across the top, and the SNR
treatment along the left side. The final row is recorded reverberation and two
word lists are assigned to this factor level for each listener.

SNR ~dB!

Listener

L1 L2 L3 L4

214 7 6 4 10
212 8 5 3 9
29 9 4 5 7
26 10 3 6 8
23 3 9 7 6
0 4 10 8 5
SRR5212 5,6 7,8 9,10 3,4

FIG. 2. The generation of reverberation-like noise by showing a single
octave band~centered at 244 Hz! of the reverberation without the direct
arrival for the word ‘‘sick’’ is exemplified.~a! Time history,~b! envelope
0–22.5 Hz,~c! wave form fine structure,~d! fine structure with randomized
phase,~e! time history reconstructed from~b! and ~d!.
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reverberation into noise. This is done by windowing 93 ms
segments of the fine structure with 65 ms of overlap using a
rectangular window. A fast Fourier transform of each of these
windows is produced. The phase of each frequency compo-
nent is randomly selected from a flat distribution between 0
and 2p and the negative frequency components are assigned
the appropriate complex conjugate value. After the inverse
transform, the wave form fine structure maintains the same
frequency content as the original, but with a randomized
phase. The short segments are then windowed with a Black-
man window and added back together. The Blackman win-
dow has the desirable property that for overlaps greater than
65% of the window length summing the windows produces
temporal fluctuations of less than 0.3%. The new wave form
fine structure is multiplied by the modulation envelope and
octave bands are recombined to produce the reverberation-
like noise.

The reverberation-like noise is added to the scaled
anechoic word to produce the desired treatment, Fig. 3. The
experimental design dictates the signal~anechoic word! to
noise ratio. This ratio is implemented by varying the energy
of each anechoic word relative to the energy in the noise. In
both cases, the energy is averaged over the period during
which the anechoic word exists. This technique provides the
exact SNR for each individual word. The combined anechoic
word and reverberation-like noise is finally scaled so that all
treatments are presented at 66 dB.

3. Diotic test results

The analysis of variance for the diotic test used the fol-
lowing model:

Yi jkl 5m...1a i1b j1gk1e i jkl , ~2!

whereYi jkl is the intelligibility of a given listener for a spe-
cific treatment,m... is the overall mean,a i is the effect of the
listening subject,b j is the effect of word list,gk is the effect
of SNR, e i jkl is the residual distributed asN(0,s2) with the
standard errors54.5% intelligibility. Two-factor interactions

are not considered in the model because of the small test
size. The results of this model pertain only to the factor
levels included in the study, the data are normal with con-
stant error variance across the SNR treatments.

Subject’s mean performance ranges from 66.8% to
81.5% intelligibility, a statistically significant difference (p
50.000 03). This large variation appears to be due to two
subjects who had taken similar word intelligibility tests in
the past. Differences in the word lists are also significant
(p50.000 06) with the best list 13.5% more intelligible than
the worst. Although the lists are designed to give equivalent
results, this was not the case in this test, nonetheless, the
effect is minimal on the factor of interest.

The recorded reverberation is 75.7% intelligible and
serves as a base point to which the reverberation-like noise is
compared, Fig. 4. A Tukey multiple comparison procedure
facilitates pairwise comparisons of treatment means with not
less than a 90% family confidence level~a<0.1!. Under this
test, the noise treatment is shown to be less intelligible than
the reverberation when SNR5SRR5212 dB. Interpolating
between the reverberation-like noise fitted means yields a
SNR of25.4 dB, at which point a word in reverberation-like
noise is as intelligible as a word in reverberation.

While this result is of primary importance, it is also
interesting to examine the entire set of data. This suggests
that the anechoic word is not being used for identification
when its energy is low. Instead, word identification relies
heavily on the information contained in the reverberation-
like noise. The apparent dip at212 dB as compared to214,
29, and 26 dB is not statistically significant in a Tukey
multiple comparison procedure. One should interpret all in-
telligibility levels <26 dB as being equivalent. In this range,
increasing the signal amplitude relative to the noise did not
increase intelligibility. One would expect an intelligibility
increase if the reverberation-like noise functioned solely as a
masker. Intelligibility increases steadily at a rate of 2%/dB

FIG. 3. Broad band, time domain version of the word ‘‘sick.’’~a! Anechoic,
~b! recorded reverberation~direct1reverberationT6050.6 s), ~c! anechoic
1reverberation-like noise.

FIG. 4. The diotic intelligibility data for the SNR treatment (Y
¯k•5m...

1gk), as fit by the analysis of variance model, Eq.~2!. Error bars are the
90% confidence intervals for the family of all pairwise comparisons between
the fitted means shown. The box shows the SNR that matches intelligibility
of words in reverberation-like noise to the intelligibility of recorded rever-
beration.
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beyond26 dB SNR, indicating the anechoic signal is impor-
tant for identification in this region.

Specifying SRR is ambiguous because the echoes are
generally coherent with the signal. This does not mean that
they will add constructively with the signal. Constructive
interference with the signal depends on the arrival delay of
the echo and spectral content of the signal. Nonetheless,
Lochner and Burger~1964! suggest that some of the early
echoes are useful. They measure the subjective integration of
a single echo for a variety of time delays. Based on these
data, they include a weighted portion of the first 95 ms of the
reverberation with the signal energy when computing the
SRR. This increases the signal energy relative to the interfer-
ing reverberation, and matches intelligibility of reverberant
words to words with white noise. The SRR level specified
for the diotic test does not integrate early echoes. If this is
done, integrating 5 ms of the reverberant echoes into the
signal matches the SRR and SNR levels at 75.7% intelligi-
bility for reverberation and reverberation-like noise. Loch-
ner’s 95 ms integration time clearly differs from the 5 ms
integration time determined here. This difference illustrates
that an integration time is dependent on the characteristics of
the reverberation~Janssen, 1957; Soulodreet al., 1989!, and
the type of noise used for comparison.

B. Binaural test

This test examines the hypothesis that binaural overlap-
masking release is responsible for the binaural intelligibility
advantage of reverberant words. It does this by looking at
various diotic and binaural presentations of two channel re-
verberant recordings and words with reverberation-like
noise.

1. Experimental design

The principal factor of this test, interference, considers
the intelligibility of words recorded in reverberation to words
with reverberation-like additive noise~Table II!. Binaural
reverberation-like noise is generated with an algorithm simi-
lar to that used in the diotic test~Sec. III A 2!. However, this
algorithm processes the left and right ear independently with
a unique phase randomization for each channel. Independent
processing and the long window length used for phase ran-
domization eliminate binaural cues about the location of in-
dividual echoes. Interaural time and spectral weighting dif-
ferences that exist in reverberation do not exist in the
reverberation-like noise. The longest delay between echoes is
2 ms while the phase randomization window is 93 ms. Since
each channel’s phase is randomized independently the rela-
tive phase of the left and right channels is lost over this

interval. This guarantees that no individual echo’s localiza-
tion cues are preserved between channels. The envelopes do
contain binaural information that is not eliminated, but their
characteristic time is longer than 44 ms due to the lowpass
filter at 22.5 Hz. The binaural envelope differences represent
the room characteristics in general, but not the locations of
individual echoes. Unlike the interfering signals, the direct
word is the same in each ear for both reverberation and
reverberation-like noise. The SNR of the anechoic words
relative to the reverberation-like noise is25.4 dB, as deter-
mined in the diotic test, compared to the SRR of212 dB.
This principal factor produces reverberation-like noise with-
out binaural localization cues associated with normal rever-
beration.

The second factor, presentation style, determines the
binaural advantage and provides information about the type
of processing that causes the advantage. This factor includes
three levels: a diotic level where either the left or the right
channel~L or R! plays to both ears, a binaural level where
the left and right channels~L&R ! are directed to the appro-
priate ears, and a diotic level where the left and right chan-
nels are averaged~L/21R/2!. The diotic L or R is essentially
a control treatment similar to the diotic experiment above.
The binaural L&R references the diotic L or R to determine
if a binaural advantage exists.

The diotic L/21R/2 level is included to determine if
two-channel noise averaging is enough to account for the
binaural advantage. This is conceivable since the direct sig-
nal is always located at 066° azimuth and will average con-
structively. The reverberation and noise are uncorrelated1

across channels and will be reduced in amplitude when av-
eraged. Averaging reduces the level by 2.9 dB for reverbera-
tion and 3.0 dB for reverberation-like noise. This average is
computed for all words used in this test over a period corre-
sponding to the duration of the original anechoic word.

There are six normal hearing subjects who participate in
this experiment, one female and five males, aged 22 to 35
with a mean age of 25 years. All of the listeners are un-
trained, but are given a practice period to acquaint them with
the testing procedure. A third factor of the experimental de-
sign accounts for differences in these listeners. Each listener
hears twelve word lists~ANSI ~1989! lists: 1, 3, 4, 5, 7, 8, 9,
11, 12, 13, 15, and 16!. These word lists make up a fourth
factor of the experimental design. A total of four male
American English speakers constitute the fifth and final fac-
tor of the experimental design. Each list is spoken by two of
these speakers.

These five factors form an experimental design that is
balanced for all two-factor interactions except the interaction
of list and speaker~Table III!. In this case, some speaker/list
combinations are used more than others. Three-factor inter-
actions involving the presentation style and the interference
are balanced as well.

2. Binaural test results

The analysis of variance for the binaural test used the
following model:

TABLE II. The principal factors of the binaural test are shown as row and
column labels. Entries are word intelligibility~% correct! as determined
from Eq. ~4! and the analysis of variance model, Eq.~3!.

Interference factor

Presentation style factor

Diotic
L or R

Binaural
L&R

Diotic
L/21R/2

Recorded reverberation Y
¯11•571.0 Y

¯12•577.0 Y
¯13•570.5

Reverberation-like noise Y
¯21•569.2 Y

¯22•571.8 Y
¯23•575.7
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Yi jklmn5m...1a i1b j1gk1d l1«m1ad i l 1a« im

1d« lm1e i jklmn , ~3!

whereYi jklmn is the intelligibility of a given listener for a
specific treatment,m... is the overall mean,a i is the effect of
the listening subject,b j is the effect of word list,gk is the
effect of the speaker,d l distinguishes between reverberation
and reverberation-like noise,«m contrasts diotic and binaural
listening,ad i l , a« im , andd« lm are two-factor interactions,
e i jklmn is the residual distributed asN(0,s2) with the stan-
dard errors56.1% intelligibility. The results of this model
pertain only to the factor levels included in the study, the
data are normal with constant error variance across the prin-
cipal treatments.

Subject’s mean performance ranges from 65.8% to
78.0% intelligibility. Some listener scores are significantly
different from others (p50.001), therefore this effect is kept
in the model to remove individual listener bias. The listener/
interference and listener/presentation style interactions are
insignificant (p50.18 andp50.83, respectively!. However
one of the listeners appears to not utilize binaural informa-
tion, she had a 1.1% monaural advantage for reverberation
and a 4.5% monaural advantage for reverberation-like noise.2

Differences in the word lists are also significant (p50.02)
with the best list being 18.4% more intelligible than the
worst. Individual speakers differ significantly (p
50.000 02) with the best speaker being 17.2% more intelli-
gible than the worst.

Word intelligibility treatment means are computed from
the factor level effects using Eq.~4! and are presented in
Table II,

Y
¯ lm•

5m...1d l1«m1de lm . ~4!

Comparisons between treatment means are of greater interest
than the treatment means on their own. A Holm multiple
comparison procedure tests the null hypothesis for a set of
five pairwise comparisons between treatment means. This
small set is sufficient to elucidate pertinent results. The pair-
wise comparisons’ confidence intervals are plotted in Fig. 5,

D̂15Y
¯11•2Y

¯21•5L or R reverb.2L or R noise,

D̂25Y
¯12•2Y

¯11•5L&R reverb.2L or R reverb,

D̂35Y
¯22•2Y

¯21•5L&R noise2L or R noise,

TABLE III. The experimental design of the binaural test. Presentation styles
are described in the text. Recorded reverberation~including the direct sig-
nal! is designated ‘‘recorded.’’ Reverberation-like noise~including the
anechoic signal! is designated ‘‘noise.’’ Word lists are from ANSI~1989!.

Presentation Interference Listener Speaker Word list

L or R Recorded L1 S1 PB4
L or R Recorded L1 S2 PB8
L or R Recorded L2 S2 PB12
L or R Recorded L2 S3 PB16
L or R Recorded L3 S3 PB13
L or R Recorded L3 S4 PB1
L or R Recorded L4 S1 PB9
L or R Recorded L4 S4 PB5
L or R Recorded L5 S1 PB3
L or R Recorded L5 S3 PB11
L or R Recorded L6 S2 PB7
L or R Recorded L6 S4 PB15
L or R Noise L1 S3 PB13
L or R Noise L1 S4 PB1
L or R Noise L2 S1 PB9
L or R Noise L2 S4 PB5
L or R Noise L3 S1 PB3
L or R Noise L3 S2 PB7
L or R Noise L4 S2 PB11
L or R Noise L4 S3 PB15
L or R Noise L5 S2 PB12
L or R Noise L5 S4 PB4
L or R Noise L6 S1 PB8
L or R Noise L6 S3 PB16
L&R Recorded L1 S1 PB3
L&R Recorded L1 S2 PB7
L&R Recorded L2 S2 PB11
L&R Recorded L2 S3 PB15
L&R Recorded L3 S3 PB12
L&R Recorded L3 S4 PB16
L&R Recorded L4 S1 PB8
L&R Recorded L4 S4 PB4
L&R Recorded L5 S1 PB5
L&R Recorded L5 S3 PB13
L&R Recorded L6 S2 PB9
L&R Recorded L6 S4 PB1
L&R Noise L1 S3 PB12
L&R Noise L1 S4 PB16
L&R Noise L2 S1 PB8
L&R Noise L2 S4 PB4
L&R Noise L3 S1 PB5
L&R Noise L3 S2 PB9
L&R Noise L4 S2 PB13
L&R Noise L4 S3 PB1
L&R Noise L5 S2 PB7
L&R Noise L5 S4 PB15
L&R Noise L6 S1 PB3
L&R Noise L6 S3 PB11
L/21R/2 Recorded L1 S3 PB11
L/21R/2 Recorded L1 S4 PB15
L/21R/2 Recorded L2 S1 PB7
L/21R/2 Recorded L2 S4 PB3
L/21R/2 Recorded L3 S1 PB4
L/21R/2 Recorded L3 S2 PB8
L/21R/2 Recorded L4 S2 PB12
L/21R/2 Recorded L4 S3 PB16
L/21R/2 Recorded L5 S2 PB9
L/21R/2 Recorded L5 S4 PB1
L/21R/2 Recorded L6 S1 PB5
L/21R/2 Recorded L6 S3 PB13

TABLE III. ~Continued.!

Presentation Interference Listener Speaker Word list

L/21R/2 Noise L1 S1 PB5
L/21R/2 Noise L1 S2 PB9
L/21R/2 Noise L2 S2 PB13
L/21R/2 Noise L2 S3 PB1
L/21R/2 Noise L3 S3 PB11
L/21R/2 Noise L3 S4 PB15
L/21R/2 Noise L4 S1 PB7
L/21R/2 Noise L4 S4 PB3
L/21R/2 Noise L5 S1 PB8
L/21R/2 Noise L5 S3 PB16
L/21R/2 Noise L6 S2 PB12
L/21R/2 Noise L6 S4 PB4
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D̂45Y
¯13•2Y

¯11•5L/21R/2 reverb.

2L or R reverb,

D̂55Y
¯23•2Y

¯21•5L/21R/2 noise2L or R noise.

The pairwise comparisonsD̂2 andD̂5 differ significantly
from zero. The above test shows that binaural words are
6.0% more intelligible than diotic when reverberation is
present,T6050.6 s. This result compares to the work done by
Nábělek and Robinson~1982!, who found a binaural advan-
tage of 4.2% intelligibility for 27 year olds in a reverberant
environment withT6050.8 s.

There is a 6.5% intelligibility advantage from averaging
the left and right channels of reverberation-like noise. This
advantage is comparable to a prediction based on the diotic
experiment. Averaging the two channels results in a SNR
improvement of 3.0 dB. This change corresponds to a 6.0%
intelligibility difference based on the linear portion of Fig. 4
where the slope is 2.0%/dB.

The analysis is unable to detect differences in the other
pairwise comparisons,D̂1 , D̂3 , and D̂4 . The intelligibility
differences for these comparisons are either zero or too small
to detect, but an analysis of why these differences are small
is more enlightening than the significant comparisons.

The intelligibility difference isD̂151.8% for the com-
parison between diotic~L or R! presentations of words in
reverberation to reverberation-like noise. This small differ-
ence is expected since the diotic experiment purposed to
match the intelligibility for reverberation and reverberation-
like noise by adjusting the SNR. These two diotic treatments
are control conditions to which other results are compared,
so the small difference is accounted for.

The binaural advantage for words in reverberation-like
noise results inD̂352.6% intelligibility. Although this dif-
ference is not significant, it is likely that a small advantage
exists and binaural overlap-masking release is occurring
somewhat. Another way of thinking of this comparison is in
the framework of the dichotic experiments that measure in-

telligibility instead of detection. Essentially, the L or R noise
treatment and the L&R noise treatment are comparable to
S0N0 and S0Nu conditions, respectively.S0 or N0 signify
that the signal or noise are equivalent at each ear andNu

signifies the noise is uncorrelated. Licklider~1948, page 152!
performs an experiment using phonetically balanced 50 word
lists in white noise. He measures intelligibility and finds a
4.2% intelligibility advantage forS0Nu as compared toS0N0

at 0 dB SNR. The excess advantage found by Licklider is
probably due to his use of white noise as opposed to
reverberation-like noise.

Averaging the reverberation reduces its level by 2.9 dB.
This is quite similar to the reduction seen for the
reverberation-like noise, 3.0 dB. However, intelligibility
scores do not reflect this similarity. The difference due to
averaging the reverberation channels is insignificant,D̂45
20.5% intelligibility.

IV. ANALYSIS

A. Reverberation as signal

The present document refers to reverberation and
reverberation-like noise as detrimental to speech, this is not
entirely true. Reverberant intelligibility will almost always
be worse than anechoic intelligibility provided the overall
levels are balanced, but this does not imply that the rever-
beration functions only as interference. It seems apparent
that listeners use reverberation itself to identify speech.
Hodgson and Nosal~2002! predict reverberation increases
signal levels and reduces masking of uncorrelated noise
when noise sources are in close proximity to the listener. The
relative increase in signal to noise permits speech under-
standing because the reverberation contains enough clues to
identify the speech. The importance of reverberation is easily
demonstrated by listening to reverberation without the direct
arrival or any of the early echoes. This is a realistic situation,
similar to listening to a speaker in an adjacent room. It re-
duces intelligibility, but not as severely as one might imag-
ine.

The binaural test supports the notion that reverberation
is used to identify words. Averaging the reverberation-like
noise improves intelligibility as one expects based on the 3.0
dB of noise reduction associated with the averaging. In con-
trast, averaging two channels of reverberation does not pro-
vide an intelligibility benefit, although the reverberant energy
is reduced by 2.9 dB, similar to reverberation-like noise. This
result is qualitatively observed in the work of Koenig~1950!,
who notes that adding two channels recorded in a room is
less beneficial than listening binaurally. The fact that averag-
ing reverberation offers no improvement suggests that the
reverberation itself is being used for understanding. A reduc-
tion in its level, 2.9 dB, relative to the direct signal does
nothing to improve intelligibility. This result shows that the
reverberation itself can be used for word identification.

The diotic experiment provides evidence that the
reverberation-like noise is used for word identification simi-
lar to reverberation. The test was not able to show a signifi-
cant change in intelligibility for SNR levels less than or
equal to26 dB. It seems likely that when the energy in the

FIG. 5. Pairwise comparisons from the binaural word intelligibility test.
Error bars demonstrate the 90% confidence intervals for the family of com-
parisons shown.
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anechoic signal is low, the reverberation-like noise is being
identified and the anechoic signal is unimportant. This im-
plies that reverberation-like noise is intelligible without a
direct arrival.

There is a discrepancy between overall intelligibility of
reverberation and reverberation-like noise when the SRR and
SNR levels are matched. This may be a result of temporal
smearing. The 93 ms window used for randomizing the
phase may cause additional smearing beyond that associated
with reverberation,T605600 ms. In addition, the relative
phase of frequency components may reduce the overall in-
telligibility. The relative phasing of frequency components
and harmonics is jumbled beyond that normally associated
with reverberation. Traunmu¨ller ~1987! shows the relative
phase of the harmonics and formants within critical bands
affects the perception of vowels. Nonetheless, the
reverberation-like noise can still be used to identify the
word.

B. Binaural analysis

The second experiment shows that the binaural intelligi-
bility advantage in reverberation-like noise is not as large as
in reverberation. It demonstrates that binaural overlap-
masking release accounts for only a portion of the total bin-
aural intelligibility advantage. The subjects are exploiting re-
verberant information between the two channels that has
been lost in producing the noise. The reverberation contains
localization cues so it seems likely that a binaural listener
uses some of the echo location information that exists in
reverberation.

Another possibility is that higher neurological centers
process binaurally, for example, channel selection or switch-
ing based on likelihood estimates for the speech~Miyata
et al., 1991!. The binaural advantage associated with high
level processing might also be referred to as binaural self-
masking release. It is tempting to rule out this alternative
since reverberation-like noise could be handled through the
same high level process. However, the data show that the
binaural advantage is less for reverberation-like noise. The
brain may be able to distinguish between the two types of
stimuli and make a decision for higher level processing. It
could send reverberation to a high level binaural process and
speech with noise to a single channel process. The most
likely source for this distinction lies in the relative phase of
spectral components within critical bands~Traunmüller,
1987! or across channels. These clues may be sufficient to
distinguish reverberation from reverberation-like noise and
toggle the neurological process, resulting in a high level ad-
vantage for binaural reverberation not seen with re-
verberation-like noise. The present experiments do not dis-
tinguish binaural localization processing from a higher level
processing, and the comments in this paragraph are specula-
tive.

V. CONCLUSIONS AND FUTURE WORK

Reverberation-like noise can be created by randomizing
the phase of recorded reverberation. Words are 10.7% less
intelligible with this noise than with the original reverbera-

tion as recorded in a small room. Evidence shows that the
direct signal is not critical for word identification. Words
with reverberation-like noise are equally intelligible for sig-
nal to noise ratios less than or equal to26 dB, indicating that
reverberation-like noise is being used for word identification.
Moreover, no intelligibility improvement is observable when
the reverberation level is reduced by 2.9 dB while the direct
signal is held constant. These results indicate subjects use
reverberation to identify words when the signal to reverbera-
tion ratio is approximately212 dB, and possibly higher.

The binaural word intelligibility advantage for rever-
beration is 6.0% for normal listeners. This is in contrast to
the 2.6% advantage for anechoic words in reverberation-like
additive noise. This shows that binaural overlap-masking re-
lease from noise cannot be completely responsible for the
intelligibility advantage seen in reverberation. Echo localiza-
tion may provide information to reduce the effects of rever-
beration. This reduction might explain the differences in bin-
aural intelligibility advantages since reverberation-like noise
contains no localization information and reverberation does.
An alternative hypothesis is that higher level processing is
responsible. The test does not distinguish these explanations
and new experiments would be necessary to dissociate these
alternatives.

In conclusion, binaural processing differs for reverberant
words and words with noise. This is based on the conclusion
that binaural overlap-masking release isnot solely respon-
sible for the binaural intelligibility advantage.

In future work, it may be possible to overcome uncer-
tainties associated with the mechanism of binaural process-
ing. Rooms simulated with modified image sources are ca-
pable of removing all localization cues without severely
affecting the relative phase of spectral components. Alterna-
tively, the phase randomization procedure could be per-
formed in limited frequency bands to alleviate concern that
the processing might cause degradation at high frequencies.
Applying the reverberation-like noise randomization proce-
dure to regions below 1.5 kHz would isolate the contribution
of masking level differences to intelligibility where the effect
is believed to occur, and separate processing artifacts of the
reverberation-like noise above 1.5 kHz.

Future work could be conducted with several variations
to improve and expand the results. Increasing the number of
subjects and treatment repetitions for each subject is advised
for future work. This may improve the confidence intervals
in the analysis. In addition, phoneme scores could be counted
to produce confusion matrices. This would better identify the
types of errors that occur.

1Correlation is used in this paper to mean that signals are similar in spectral
content and phase. This is different from coherence, which typically does
not include phase. Both correlation and coherence are computed for the
1200 words used in the binaural experiment. The mean correlation coeffi-
cient between channels of reverberation is 0.04 without the direct path. The
reverberation-like noise has a correlation coefficient of 0.03. The standard
error for reverberation is 0.24 and for reverberation-like noise it is 0.09.
Perfect correlation is unity and random noise has a correlation of zero. The
low correlation explains why averaging the left and right channels reduces
the amplitude of these signals by nearly 3 dB.

The coherence is calculated using MATLAB’s implementation
‘‘cohere•m.’’ This is based on the magnitude of the cross-spectral density,
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uses a 4096 point hanning window with 2048 points of overlap, and does
not include zero padding. The coherence is weighted and averaged across
frequencies. The weighting is determined from the spectral energy of all the
words. The coherence between the left and right channels is 0.34 for rever-
beration and 0.18 for reverberation-like noise with standard errors of 0.05
and 0.04 respectively. Perfect coherence is unity and random noise has a
coherence of 0.05. These data may be interpreted to mean that there are
differences in the spectral energy between each ear’s signal. Furthermore,
the slightly lower value for reverberation-like noise implies that temporal
smearing occurs as a result of the phase randomization window.

2Monaural advantages have been found in approximately 8 out of 30 other
listeners in previous tests. These tests are similar in that they use recorded
reverberation presented diotically and binaurally without additive noise. In
most cases, these monaural advantages are small and analysis of variance is
unable to show a significant difference from zero. The tests would require
more repetitions per subject in order to be confident in individual advan-
tages. Analysis results will differ if subjects were confidently grouped as
those with and without a binaural advantage.
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Hearing-aid automatic gain control adapting to two sound
sources in the environment, using three time constants
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A hearing aid AGC algorithm is presented that uses a richer representation of the sound environment
than previous algorithms. The proposed algorithm is designed to~1! adapt slowly~in approximately
10 s! between different listening environments, e.g., when the user leaves a single talker lecture for
a multi-babble coffee-break;~2! switch rapidly~about 100 ms! between different dominant sound
sources within one listening situation, such as the change from the user’s own voice to a distant
speaker’s voice in a quiet conference room;~3! instantly reduce gain for strong transient sounds and
then quickly return to the previous gain setting; and~4! not change the gain in silent pauses but
instead keep the gain setting of the previous sound source. An acoustic evaluation showed that the
algorithm worked as intended. The algorithm was evaluated together with a reference algorithm in
a pilot field test. When evaluated by nine users in a set of speech recognition tests, the algorithm
showed similar results to the reference algorithm. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1793207#
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I. INTRODUCTION

A few different approaches on how to design a compres-
sion system with as few disadvantages as possible have been
presented in previous work. One attempt is to use a short
attack time in combination with an adaptive release time.
The analog K-Amp circuit is an example using this technique
~Killion, 1993!. Another way to implement adaptive release
time is to use multiple level detectors, as in the dual front-
end compressor~Stoneet al., 1999!. The release time is short
for intense sounds with short duration. For intense sounds
with longer duration the release time is longer. Such a hear-
ing aid can rapidly decrease the gain for short intense sounds
and then quickly increase the gain after the transient. For a
longer period of intense sounds, e.g., a conversation, the re-
lease time increases which reduces pumping effects during
pauses in the conversation. The dual front-end compressor is
used as a reference algorithm in this work.

The significant advantage of the approach presented here
is that the algorithm eliminates more compression system
disadvantages than previous algorithms have done. The sys-
tem presented here is essentially a slow automatic volume
control ~AVC! system, but it stores knowledge about the en-
vironment in several internal state variables that are nonlin-
early updated using three different time constants. Compared
to the dual-front end system, the system presented here has
one extra feature allowing the processor to switch focus, be-
tween two dominant sound sources at different levels within
a listening environment, e.g., a conversation between the
hearing aid user and another person. While switching focus
to the second source, the system still remembers the charac-
teristics for the previous source. The proposed system re-

duces pumping effects, because it does not increase its gain
during pauses in the conversation.

The new proposed hearing aid is designed to~1! adapt
slowly ~in approximately 10 s! between different listening
environments, e.g., when the user leaves a single talker lec-
ture for a multi-babble coffee-break;~2! switch rapidly
~about 100 ms! between different dominant sound sources
within one listening situation, such as the change from the
user’s own voice to a distant speaker’s voice in a quiet con-
ference room;~3! instantly reduce gain for strong transient
sounds and then quickly return to the previous gain setting;
and~4! not change the gain in silent pauses but instead keep
the gain setting of the previous sound source.

II. METHODS

The test platform was an experimental hearing aid sys-
tem ~Audallion! supplied by the hearing aid company GN
ReSound. The system consists of a wearable digital hearing
aid and an interface program to communicate with the hear-
ing aid. The sampling frequency of the wearable digital hear-
ing aid is 15 625 Hz and the analog front end has a compres-
sion limiter with a threshold at 80 dB SPL to avoid overload
in the analog to digital conversion. The DUAL-HI version of
the dual front-end AGC system~Stone et al., 1999! was
implemented as a reference system for a pilot field test. The
KTH algorithm has a similar purpose to the reference AGC
algorithm. Common to both is the slow acting compressor
system with transient reduction for sudden intensive sounds.
The difference is that the KTH AGC algorithm can handle
two dominant sources within a listening environment, e.g.,
two people speaking at different levels, and then switch be-
tween the two target gain-curves relatively quickly without
introducing pumping effects. The two algorithms were
implemented in the same wearable digital hearing aid and
evaluated in a pilot field test and in a set of laboratory speecha!Electronic mail: nordq@s3.kth.se
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recognition tests. The KTH AGC algorithm was also imple-
mented off-line in order to evaluate the algorithm behavior in
more detail for well-specified sound environments. Unfortu-
nately it was not possible to do similar detailed measure-
ments with the reference algorithm.

A. KTH AGC algorithm

All compressor systems can be described using a set of
basis functions or components, defining the possible varia-
tions of the gain-frequency response~Bustamante and
Braida, 1987; White, 1986!. First a target gain vector,Tr , for
the current time framer, is calculated as a function of the
spectrum of the 4 ms blocked input signal samples in this
frame. The details of this calculation depend on the chosen
fitting rule and are not relevant for this presentation. The
elements ofTr represent gain values~in dB! at a sequence of
frequencies equidistantly sampled along an auditory fre-
quency scale. The target gain vector is then approximated by
a sum of a fixed gain responseT0 and a linear combination
of a set of predefined gain-shape functions~Bustamante and
Braida, 1987!

Tr'T̂r5T01ar~0!b01¯1ar~K21!bK21 . ~1!

The fixed gain curveT0 represents the on-average most com-
mon gain frequency response, and the linear combination of
the set of predetermined gain shape basis vectorsbk repre-
sents the response deviations. This implementation usedK
54 nearly orthogonal basis vectors, representing the overall
gain level, the slope of the gain-frequency response, etc. All
target gain deviations fromT0 are then defined by the shape
vector ar5@ar(0) ¯ ar(K21)#T. The shape vectorar is
calculated with the minimum square method,

ar5~BTB!21BT~Tr2T0!, ~2!

where B5@b0 ¯ bK21#. The matrix (BTB)21BT is com-
puted once and then stored. The shape vectorar can vary
rapidly with r, indicating a new target gain vector for each
new input data framer.

The algorithm stores its knowledge about the environ-
ment in three state vectorsār , a&r , ăr , and a so-called focus
variabledr as illustrated in Fig. 1. The average stateār rep-
resents the long-term characteristics of the current listening
environment. This state vector is used to prevent the algo-
rithm from adapting to silent pauses in the speech or to low-
level background noises. The high-gain statea&r indicates the
gain response needed for the stronger segments of a rela-
tively weak sound source in this environment. The low-gain
stateăr represents the gain needed for the stronger segments
of a relatively strong sound source. The focus variabledr is
used to switch the AGC focus rapidly and smoothly between
a&r and ăr . Normally, when no strong transient sounds are
encountered, the actually used gain parametrizationcr is in-
terpolated betweena&r and ăr as

cr5dra&r1~12dr !ăr , ~3!

Thus, whendr51, the output gain shape is defined by the
high-gain state ascr5a&r , and whendr50, the low-gain state
is used. The average stateār is updated for every frame
according to

ār5aār 211~12a!ar , ~4!

where a is chosen for a time constant of about 10 s. The
other state variablesa&r and ăr are updated together with the
focus variabledr as

if ar~0!,~a& r 21~0!1ăr 21~0!!/2 then

ăr5băr 211~12b!ar 21 , dr5max~0,dr 212d!

~5!
else if ~ar~0!,ār 21~0!! then

a&r5ba&r 211~12b!ar 21 , dr5min~1,dr 211d!

Here,b is chosen for a time constant of about 10 s. The step
sized is chosen so that a complete shift in the focus variable
takes about 100 ms. In this implementation the update equa-
tions are controlled only by the overall gain needed for the
current frame defined by the first elementar(0) in the shape
vectorar . If the sound pressure level in the current frame is
low, the overall gain parameterar(0) is greater thanār(0)
and no update is done. If the power in the current frame
generates an overall gainar(0) lower than the average of the
high-gain statea&r and the low-gain stateăr , the low gain
state is updated and the focus variable is decreased one step
size. If the power in the current frame generates an overall
gain ar(0) higher than the same average, the high gain state
is updated and the focus variable is increased one step size.
Finally, the actual AGC gain parameter vectorcr is updated
to include transient reduction as

if ar~0!,~ ăr~0!2L ! then cr5ar else

cr5dra&r1~12dr !ăr , ~6!

The thresholdL for transient reduction is adjusted during the
fitting so that strong input sound, e.g., porcelain clatter, is
reduced by the transient reduction system.

Finally, the desired filter gain functionGr for framer is
obtained as

Gr5T01cr~0!b01¯1cr~K21!bK21 , ~7!

where the sequence of AGC parameter vectorscr

5@cr(0) ¯ cr(K21)#T is the filtered version of the se-

FIG. 1. State vectors of the KTH AGC algorithm illustrated in the plane
defined by the first two elements of the state vector. The shaded area repre-
sents the variability of the stream of unfiltered gain-shape vectors calculated
from the input signal. The average stateār represents the long-term charac-
teristics of the current sound environment. The high-gain statea&r defines the
gain response needed for the stronger segments of relatively weak sound
sources. The low-gain stateăr represents the gain needed for the stronger
segments of relatively strong sound sources. The focus variabledr is used to
switch the gain setting rapidly and smoothly betweena&r and ăr .
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quence of shape vectorsar . The actual filtering is imple-
mented by a FIR filter redesigned for each time frame.

B. Evaluation

Three different simulated sound environments were used
in the off-line evaluation. The first listening situation con-
sisted of conversation in quiet between two people standing
relatively close to each other, one speaking at 75 dB SPL
RMS and the other speaking at 69 dB SPL RMS, as mea-
sured at the hearing aid microphone input. The other listen-
ing situation was a conversation in quiet between two people
standing far away from each other, one speaking at 75 dB
SPL RMS and the other speaking at 57 dB SPL RMS. In the
two listening situations, each alternation between the talkers
is separated by 2 s ofsilence. The purpose of these two tests
was to investigate if the algorithm can adapt separately to the
two dominating sources both when they are close to each
other and when they are far away from each other. Sections
of silence should not cause the algorithm to increase the
gain. Instead, the aid should keep the settings for the previ-
ous sound source and wait for higher input levels. The algo-
rithm was fitted to a hypothetical user with mild to moderate
hearing loss. To evaluate the transient reduction, the sound
from a porcelain coffee cup was recorded and mixed with
continuous speech at 60 dB SPL RMS. The peak level of the
transient was 110 dB SPL at the microphone.

The algorithm was also evaluated in a pilot field test
including subjects with a symmetric mild to moderate senso-
rineural hearing loss who were experienced hearing aid us-
ers. Nine candidates were chosen from one of the main hear-
ing clinics in Stockholm. The reference algorithm was fitted
for each individual as recommended by Stoneet al. ~1999!,
and the KTH AGC algorithm was fitted to achieve approxi-
mately normal loudness density, i.e., normal loudness contri-
butions calculated for primary excitation in frequency bands
with normal auditory equivalent rectangular bandwidths
~ERBs! ~Moore and Glasberg, 1997!.

III. RESULTS AND DISCUSSION

The behavior of the algorithm is illustrated in Figs. 2
and 3. Subplot~a! in the two figures shows that the low-gain
state and the high-gain state are well separated by 3 and 5 dB
for the two test recordings. The behavior of the focus vari-
able is illustrated in subplot~b! in the two pictures. The
variation in the focus variable is well synchronized with the
switching in sound pressure level when the talkers are alter-
nating in the conversation. During silent sections in the ma-
terial, the focus variable remains nearly constant as desired.
The resulting average insertion gain frequency responses, for
the high-gain state and the low-gain state, are illustrated in
subplot ~c!. Since the prescription method was designed to
restore normal loudness density, the insertion gain was rela-
tively high at high frequencies.

Because the time constant of the focus variable was cho-
sen as short as 100 ms, the algorithm gives a slight degree of
syllabic compression, as the focus variable varies slightly
between speech sounds within segments of running speech
from each speaker.

Figure 4 illustrates the transient suppression behavior of
the KTH AGC algorithm. Subplot~a! shows the insertion
gain at 2.5 kHz as a function of time and subplot~b! shows
the sound input level at the microphone, as measured in the
input signal. The AGC gain parameters react instantly by
reducing the gain when the transient is present and then rap-
idly return after the transient, to the same gain as before the
transient sound. The transient sound includes modulation and
this causes some fast modulation in the transient response.
The compression ratio in the current system can be estimated

FIG. 2. Behavior of the KTH AGC algorithm in a conversation in quiet
between two people standing close to each other, one at 75 dB SPL rms and
the other person at 69 dB SPL RMS, with 2s pauses between each utterance.
~a! Scatter plot of the first two elements of the state variables,ăr , a&r , and
ār , from left to right. ~b! The focus variabledr . ~c! The average insertion
gain for the high gain statea&r and the low gain stateăr . ~d! Sound input
level at the microphone. The time instances when there was a true shift
between speakers and silence are marked with vertical lines.

FIG. 3. Behavior of the KTH AGC algorithm, illustrated in the same way as
in Fig. 2, for a conversation in quiet between two people standing far away
from each other, one at 75 dB SPL RMS and the other person at 57 dB SPL
RMS, with 2-s pauses between each utterance.
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from Fig. 4. The compression ratio is approximately 1.3 in
this implementation.

A wide range of speech presentation levels is necessary
in order to test compression algorithms~Mooreet al., 1992!.
Among the field test participants, the average monosyllabic
word recognition score in quiet with the KTH AGC algo-
rithm was 68% for speech at 50 dB SPL RMS and 94% for
speech at 80 dB SPL RMS, respectively. The corresponding
scores for the reference algorithm were 60% and 82%. The
average signal to noise threshold~for 40% recognition!, with
Hagerman’s sentences~Hagerman, 1982! at 70 dB SPL RMS
in steady noise, was24.6 dB for the KTH algorithm and
23.8 dB for the reference algorithm, respectively. The
signal-to-noise threshold with the modulated noise version of
Hagerman’s sentences at 60 dB SPL RMS was214.6 dB for
the KTH algorithm and215.0 dB for the reference algo-
rithm. Thus, in this test the reference system performed
slightly better compared to the KTH algorithm. Otherwise

there was a tendency towards slightly better results with the
KTH algorithm for the other three tests. However, this ten-
dency was statistically significant~Wilcoxon paired-
difference rank test 0.05! only for the monosyllabic words in
quiet, at 80 dB SPL RMS presentation level. Among the nine
persons who completed the field test, five preferred the KTH
algorithm, three preferred the reference algorithm, and one
could not state a clear preference.

In addition to the reference system, the KTH AGC algo-
rithm includes slow adaptation of two target-gain settings for
two different dominant sound sources in a listening environ-
ment, allowing rapid switching between them when needed.

IV. CONCLUSION

A hearing aid algorithm is presented that~1! can adapt
the hearing aid frequency response slowly, to varying sound
environments;~2! can adapt the hearing aid frequency re-
sponse rapidly, to switch between two different dominant
sound sources in a given sound environment;~3! can adapt
the hearing aid frequency response instantly, to strong tran-
sient sounds; and~4! does not increase the gain in periods of
silence but instead keeps the gain setting of the previous
sound source in the listening situation. The acoustic evalua-
tion showed that the algorithm worked as intended. When
evaluated by nine users in a set of speech recognition tests,
the KTH AGC algorithm showed similar results as the dual-
front end reference algorithm~Stoneet al., 1999!. There was
no clear overall preference for either algorithm.
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An acoustic cue for voicing is proposed based on the underlying processes associated with the
production of the voicing contrast. This cue is based on the time asynchrony between the onsets of
two amplitude-envelope signals derived from different bands of speech~i.e., envelopes derived from
a lowpass-filtered band at 350 Hz and from a highpass-filtered band at 3000 Hz!. Acoustic
measurements made on the envelope signals of a set of 16 initial consonants represented through
multiple tokens of C1VC2 syllables indicate that the onset-timing difference between the low- and
high-frequency envelopes~Envelope-Onset Asynchrony or EOA! provides a reliable and robust cue
for distinguishing voiced from voiceless consonants. This cue, which is simply derived in real-time,
has applications to the design of sensory aids for persons with profound hearing impairments~e.g.,
as a supplement to lipreading!, as well as to automatic speech recognition. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1804626#

PACS numbers: 43.71.Ky, 43.71.Ma, 43.72.Ar@KWG# Pages: 3156–3167

I. INTRODUCTION

For many persons with hearing impairments, lipreading
is an important means of obtaining information about speech,
either through lipreading alone or in conjunction with a sen-
sory aid~e.g., a hearing aid, tactual aid, or cochlear implant!.
Lipreading is based largely on the visibility of various lip
features that arise during articulation of speech. Information
from lipreading can divide the phonemes into several groups
with identical or highly similar visible articulation move-
ments~visemes!, but is insufficient for complete speech per-
ception for most lipreaders. Among the various important
features of speech, voicing is poorly perceived through lip-
reading alone~Heider and Heider, 1940; Erber, 1974; Walden
et al., 1977; Bratakoset al., 2001!. By providing information
on voicing as a supplement to lipreading, the viseme groups
can be reduced to smaller groups, thereby leading to im-
proved speech reception.

Grant et al. ~1998! used Braida’s~1991! Pre-Labelling
model of integration to predict the performance of a hypo-
thetical hearing-impaired observer on a consonant-
recognition task for various auditory–visual~A–V! condi-
tions. One such A–V case assumed~1! an auditory condition
where only voicing information is available to the subject
and is perfectly received~i.e., no confusions are made be-
tween voiced and voiceless sounds!, and~2! a visual condi-
tion consisting of the signal available through lipreading
alone where the rate of accuracy and patterns of confusion
correspond to those of an average lipreader. Under these as-
sumptions, the model predicts a substantial improvement in
the performance of the hypothetical observer under the com-
bined A–V condition compared to either modality alone.
Performance was estimated to be roughly 12%-correct under
the auditory condition alone, 38%-correct for lipreading

alone, and 71%-correct for the combined A–V condition,
thus effectively demonstrating the power of voicing informa-
tion as a supplement to lipreading. Auer and Bernstein
~1996! also provide a demonstration of the utility of voicing
information in conjunction with lipreading. They estimated
the effects of the addition of consonantal voicing information
on word recognition and found that consonantal voicing
leads to fewer word confusions and to a greater percentage of
uniquely identified words.

Voicing is a distinctive feature in the production of En-
glish obstruent consonants~i.e., stops, fricatives, and affrica-
tives! and is related to the presence~voiced! or absence
~voiceless! of vocal-fold vibration. Three conditions are re-
quired for vocal-fold vibration~Stevens, 1998!: the first is
that there is sufficient transglottal pressure, the second is that
the vocal folds are placed together, and the third is that the
vocal folds are slack. Production of the voicing contrast con-
sists of a sequence of articulatory and aerodynamic events,
each of which has multiple acoustic manifestations. Acoustic
cues associated with voicing in English obstruent consonants
have been examined, both through measurements of natu-
rally spoken utterances and through the study of edited natu-
ral speech or synthetic stimuli in which different acoustic
parameters are manipulated. A variety of acoustic cues have
been found to provide information for the distinction of voic-
ing between pairs of obstruent consonants produced at the
same place in the vocal tract in various contexts.

One of the most highly studied of these cues is voice
onset time—VOT~Lisker and Abramson, 1964; Zue, 1976!,
which applies to initial stop consonants. VOT is the duration
of time between the release of a stop closure and the begin-
ning of vocal-fold vibration. In English, VOTs for the voiced
stops are in general less than 20 ms or even negative, and
greater than this value for voiceless stops~Zue, 1976; Kiefte,
2003!. This acoustic property of VOT is regarded as a pho-

a!A portion of this work was presented at the 145th meeting of the Acousti-
cal Society of America, 2003, Nashville, Tennessee.

b!Electronic mail: hfyuan@mit.edu
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netic anchor associated with the feature voicing. It serves as
a measure to categorize voicing in stop consonants: stops
with long VOT are classified as voiceless, while those with
short VOT as voiced.

Cues related to the voicing of fricative consonants in-
clude the presence of vocal-fold activity during the fricative
noise interval ~Stevens et al., 1992!, frication duration
~Baum and Blumstein, 1987; Behrens and Blumstein, 1988;
Crystal and House, 1988; Stevenset al., 1992; Jongman
et al., 2000!; formant transitions~Liberman et al., 1958;
Stevens and Klatt, 1974; Hillenbrandet al., 1984!; F0 per-
turbations~House and Fairbanks, 1953; Ohde, 1984; Whalen
et al., 1993!; vowel duration ~Denes, 1955; House, 1961;
Raphael, 1972!; amplitude of the first harmonic~Stevens
et al., 1992; Pirello et al., 1997!; and harmonic structure
~Choi, 1999!. Each cue can be explained reasonably well by
the underlying articulatory, aerodynamic, or linguistic condi-
tions that form the basis for the production of the voicing
contrast. Each cue, however, has limitations either in its
range of applicability~e.g., VOT is applicable only to stop
consonants, frication duration is applicable only to fricatives,
and vowel duration is applicable only to consonants in final
position! or in the complexity of its derivation~e.g., formant
transitions and F0 perturbations are relatively difficult to de-
rive from the speech signal!.

Signal-processing algorithms for the automatic detection
of voicing have been developed using various acoustic mea-
surements and their statistical properties including F0, F1,
harmonic-amplitude differences, and durational properties
~e.g., see Choi, 1999; Aliet al., 2001a, 2001b!. Although
these algorithms have demonstrated good performance in the
detection of voicing~e.g., the algorithm of Aliet al., 2001a
led to performance of 93%-correct in prevocalic fricatives
extracted from the TIMIT database!, their success is depen-
dent on prior knowledge of the manner of production. In the
current class of mainstream automatic speech-recognition
~ASR! systems, relatively high rates of confusion are ob-
served along the voicing dimension~Ramesh and Wilpon,
1992; Leeet al., 1996; Niyogi and Ramesh, 2003!. The Hid-
den Markov Model~HMM ! framework~Rabiner and Juang,
1993! of these systems, which is based on a representation of
the speech waveform through spectral properties and statis-
tical relations, has inherent difficulties in capturing temporal
properties of speech such as VOT. Recently, improvements
to performance of HMM-based schemes have been made
through the addition of specific voicing-detection algorithms
~Niyogi and Ramesh, 2003; Thomson and Chengalvarayan,
2002!.

The current research investigated a simply-derived real-
time acoustic cue to voicing in the initial consonant of
C1VC2 syllables. This cue~Envelope-Onset Asynchrony, or
EOA! is defined as the time asynchrony between the onsets
of two amplitude-envelope signals derived from two differ-
ent bands of speech~i.e., the onset time of an envelope de-
rived from a lowpass-filtered band at 350 Hz minus the onset
time of an envelope derived from a highpass-filtered band at
3000 Hz!. It is a relative measurement of the difference be-
tween the onset time of two separate bands: thus, it is inde-
pendent of any overall delays in the system. The real-time

measurement of this cue is quite straightforward and more
easily derived than measurements of VOT.

Previous studies~e.g., Breeuwer and Plomp, 1984; Grant
et al., 1994! have demonstrated substantial benefits to lip-
reading for the auditory presentation of a similar type of
two-band amplitude-envelope cue in normal-hearing listen-
ers. Breeuwer and Plomp~1984! created envelope cues that
were derived from bands of speech with center frequencies
of 500, 1600, and 3160 Hz~with 1- or 1/3-oct bandwidth!,
and with a 20-Hz smoothing filter. The envelopes then modu-
lated a tone at the center frequency of the prefilter. The maxi-
mal benefit for a two-band envelope signal was achieved
with two 1-oct bands at 500 and 3160 Hz, where the mean
number of correctly perceived syllables in conversational
sentences was 86.7% compared to 22.8% for lipreading
alone. Grantet al. ~1994! investigated the benefits to lip-
reading provided by simultaneous auditory presentation of
amplitude-envelope cues across two different frequency re-
gions~using octave bands of speech centered around 500 and
3150 Hz, a 50-Hz smoothing filter, and carrier signals at or
below the center frequency of the prefilter!. Aided lipreading
scores for sentences with two-band envelopes were superior
to single-band performance only when the carrier frequen-
cies of the two-band cues were close to the center frequen-
cies from which the envelopes were derived. Optimal perfor-
mance was achieved with the two-channel envelope
condition when the center frequencies were equal to the cen-
ter frequencies of each of the two octave bands of speech
~500 and 3150 Hz, respectively!. For the reception of words
in conversational sentences, this condition resulted in an
aided lipreading score of 90%-correct compared to 40% for
lipreading alone.

Although these previous studies have demonstrated sub-
stantial benefits for auditory presentation of envelope-based
supplements to lipreading, the nature of the acoustic cues
responsible for these benefits has never been adequately de-
termined. These studies were mainly concerned with the se-
lection of frequency regions to derive the envelopes and with
the presentation of such envelope cues to maximize speech
perception for aided lipreading. The current research is con-
cerned with examining a potential cue to voicing derived
from such a two-band amplitude-envelope cue. Different pat-
terns of spectral energy are observed for voiced versus voice-
less consonants~independent of their place or manner of pro-
duction!. The voiceless consonants tend to have significant
energy above 3000 Hz, and less energy below 350 Hz. The
voiced consonants, on the other hand, tend to exhibit signifi-
cant energy below 350 Hz~at least during part of their pro-
duction!. The low-frequency energy is associated with the
presence of vocal-fold vibration, while the high-frequency
energy is associated with aspiration or frication. The timing
of the onset of high-frequency energy relative to low-
frequency energy tends to differ for voiced versus voiceless
consonants. Typically, for initial voiceless consonants, the
onset of the high-frequency energy occurs before the onset of
the low-frequency energy. For initial voiced consonants, on
the other hand, the onset of the high-frequency energy either
follows or occurs almost simultaneously with the low-
frequency energy. Therefore, the onset asynchrony of the two
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envelopes is expected to be a good indicator of the voicing
distinction.

II. METHODS

A. Stimuli

The materials used in the current study were audiovisual
recordings of C1VC2 nonsense syllables that were balanced
for C1 . The current study examined syllables with 16 values
of C15/! # % " $ + ) u 2 b 3 ð6 c tʃ $c/ and 16 values of V
5/{ ( «, ö ɑ ɔ 2 υ É e( ~( ~υ Ç* Å( ~./. The final consonant
C2 was selected randomly for each syllable from a set of 21
consonants: /! # % " $ , ) Y 2 b 3 Z 6 c #ʃ $c & ' G . (/.

The speakers for these recordings were two females, SR
and RK, both of whom were teachers of the deaf and ap-
proximately 30 years of age at the time of the recordings.
Each talker recorded two lists of syllables containing one
representation of each C1V combination. The total corpus
consists of 1024 C1VC2 syllables representing 64 tokens of
each of the 16 values of C1 .

The materials were originally recorded on 1-in. U-matic
videotapes. Two audio channels were recorded on the tapes:
~1! the acoustic speech signal through a Lavalier microphone
and~2! a laryngograph signal. The current study is concerned
only with measurements of the acoustic speech signal.

B. Procedures for digitizing speech materials

The recorded C1VC2 nonsense syllables were digitized
for real-time signal processing. The audio-visual stimuli,
originally recorded on videotape, were digitized using the
Pinnacle DV500 Plus system and then stored in individual
files on a host computer. The audio signal was initially
sampled at a rate of 48 000 Hz with 16-bit resolution.

The resulting digitized files were then edited by the
Adobe Premiere 6.0, a professional digital video-editing soft-
ware package. The files were decomposed into a video track
and an audio track and the two tracks were saved into sepa-
rate files in the Timeline window of Adobe Premiere for
separate processing. The audio signal was filtered at 11 kHz
by an antialiasing FIR filter to eliminate a 16-kHz noise~pre-
sumably an artifact of the recording process! and down-
sampled at 22 kHz. The sound level of each file was normal-
ized to remove overall level differences between the two
speakers as well as within the same speaker across different
recording sessions. In the normalization, the sound level of
each file was adjusted proportionally to maintain the same
maximum sound level across files~i.e., the maximum sample
value of each file was set to 0.95, and all other sample values
were adjusted by the ratio 0.95/maximum sample value of
the given file!. The filtering, sampling-rate conversion, and
sound-level normalization of the digitized audio signals were
carried out using MATLAB software. The video track and
the processed audio track were combined into one file using
the Timeline window of Adobe Premiere.

These processed files were then segmented into indi-
vidual files each of which contained one token of all the
C1VC2 syllables. Segmentation was carried out using the
video track and was based on lip opening and lip closure: the
lips always move from a closed to an open state at the ini-

tiation of an utterance and from an open to a closed state at
the end of an utterance. The following criteria were used to
segment the utterances. The starting point of the file was
specified at a location roughly two to four frames prior to the
initiation of lip opening. The end point of the file was speci-
fied as roughly two to four frames following complete lip
closure. The number of frames for each segment of the
C1VC2 syllables averaged approximately 50 corresponding
to a duration of roughly 1.67 s, and the average file size was
approximately 6 Mbytes.

To reduce their size, the segmented files were com-
pressed using the Sorenson Video compressor and converted
to QuickTime format. The video was cut to 4403480 from
the original 7203480, the audio was set to 22 050 samples/s
~16-bit per sample!, and the key frame was set to every 60
frames.

C. Acoustic measurements

1. Envelope extraction

Two envelopes~a low-frequency energy envelope and a
high-frequency energy envelope! that are believed to carry
voicing information were extracted from the acoustic speech
signals, as shown in the block diagram of Fig. 1. This enve-
lope extraction procedure uses the basic algorithm described
by Horii et al. ~1971!.

The function of the 350-Hz low-pass filter and 3-kHz
high-pass filter in Fig. 1 is to extract the speech signal in the
frequency bands of interest. A second-order low-pass Butter-
worth filter with cutoff frequency 350 Hz was used for the
low-frequency energy envelope, and a second-order high-
pass Butterworth filter with cutoff frequency 3000 Hz was
used for the high-energy envelope. Each filter is followed by
rectification to invert the negative input to positive output in
order to retain only the level information of the selected
speech spectrum. The rectified signals are then passed
through a smoothing filter to reduce the fluctuations in the
envelope. The smoothing filter in each channel is a second-
order low-pass Butterworth filter with a cutoff frequency of
25 Hz. This value was selected to preserve only the slow
fluctuations within a particular frequency region of speech
~see Van Tasellet al., 1987 and Grantet al., 1991 for further
discussion of the effects of the smoothing filter!.

FIG. 1. Block diagram of the envelope-extraction system.
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2. Measurement of envelope-onset asynchrony

In order to measure the asynchrony of the two enve-
lopes, a threshold must be selected to define the onset of the
envelope. In general, there is less energy in the high-
frequency band than in the low-frequency band, leading to a
corresponding amplitude difference between the two enve-
lopes. A threshold of 0.02~on a scale from 0 to 1! was
selected for the low-frequency energy envelope and a thresh-
old of 0.002~on a scale from 0 to 1! for the high-frequency
energy envelope. The values were selected by visual exami-
nation of tokens representing each phoneme category from
each talker. The thresholds were chosen~a! to exceed the
envelope of the noise floor within the spectral region of each
envelope and, at the same time,~b! to capture the onset of
the energy within the spectral region of each envelope. The
same threshold values were used for all stimuli in the set.1

The onset time for each envelope was defined as the point in
time at which the amplitude of that envelope first exceeds the
threshold value.

Envelope-Onset Asynchrony~EOA! is defined as the
difference in time between the onset of the high-frequency
envelope and the onset of the low-frequency envelope:
EOA5OnsetTimeL2OnsetTimeH . For the voiceless con-
sonants, the onset of the high-frequency energy tends to lead
the onset of the low-frequency energy; therefore, the EOA of
voiceless consonants is typically positive. In contrast, for the
voiced consonants, the onset of the low-frequency energy

either leads or is nearly simultaneous with the onset of the
high-frequency energy; thus, the EOA of voiced consonants
is typically negative or approximately zero.

An illustration of the measurement procedure is shown
in Fig. 2 for two C1VC2 syllables: /b~*$/ ~voiceless initial
consonant /b/! and /cÄ#b/ ~voiced initial consonant /c/!. For
the syllable /bÄ*$/ ~left panel of Fig. 2!, the low-frequency
energy envelope exceeds the threshold of 0.02 at roughly
0.455 s~defining its onset!. The high-frequency energy en-
velope exceeds the threshold of 0.002 at roughly 0.252 s
~defining its onset!. Therefore, the EOA is EOA50.455
20.25250.203 s. Similarly, for the syllable /cÄ#b/ ~right
panel of Fig. 2!, the onsets of the low-frequency energy en-
velope and high-frequency energy envelope are 0.168 and
0.203 s, respectively. Thus, in this case the EOA is EOA
50.16820.203520.035 s.

III. RESULTS

A. Distribution of the EOA values

The EOA was measured for each of the 64 tokens
(2 lists32 speakers316 vowels) of each initial consonant
from the nonsense-syllable database. The measurement of
EOA was made automatically by a computer program.

The distribution of the EOA values for each consonant
was derived by dividing the total range of the EOA for that
consonant into equal duration intervals. The number of to-

FIG. 2. An illustration of EOA measurements for two syllables. The upper trace is the original speech signal, the middle trace is the low-pass band envelope,
and the lower trace is the high-pass band envelope. In each plot, the amplitude~on a scale from 0 to 1! is plotted as a function of time in seconds. In the labels
of the plots, sh stands for /b/, zh for /c/, ch for /#b/, ow for /~*/, and ah for /Ä/.
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kens with EOA within each given interval was then tabu-
lated. Finally, the proportion of occurrences within each in-
terval was obtained by dividing the number of counts in each
interval bin by the total number of tokens for each conso-
nant. Since the range of EOA of the voiceless stops is larger
than that of the voiced stops, a bin size of 10 ms was selected
for displaying the EOA of the voiceless consonants, whereas
a bin size of 5 ms for the voiced consonants was used to
obtain sufficient sample points.

The probability distribution functions~pdfs! of EOA are
shown in Fig. 3 for the eight pairs of voiced-voiceless con-
trasts. The upper four panels show the EOA distributions for

the three plosive contrasts~/! "/, /# $/, /% +/! and for the af-
fricate contrast~/#b $c/!. The lower four panels show the EOA
distributions for the four fricative contrasts~/)_3/, /Y_Z/, /2_6/,
/b_c/!. Two observations may be made from these plots. First,
there appears to be very little overlap in the EOA values for
voiced and voiceless contrasts. Second, there appears to be
greater variability associated with the EOA value of voice-
less compared to voiced consonants.

The probability distribution functions of all EOA values
for the two major categories ‘‘voiced’’ and ‘‘voiceless’’ are

FIG. 3. Probability distributions of EOA for the eight pairs of voicing contrasts. In each plot, measurements are based on 64 tokens of each of the 2 consonants
contrasting in voicing. In the labels of the plots, ch stands for /#b/, j for /$c/, th for /Y/, tx for /Z/, sh for /b/, and zh for /c/.
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shown in Fig. 4. To construct this figure, the data for the
eight voiced consonants /" $ + 3 Z 6 c $c/ were pooled to-
gether for the ‘‘voiced’’ category and the data for the eight
voiceless consonants /! # % ) Y 2 b #b/ were pooled together for
the ‘‘voiceless’’ category. All 16 vowels and both speakers
are represented, leading to a total of 512 tokens in each cat-
egory. The data plotted in Fig. 4 indicate that, across differ-
ent manners and places of consonant production and in a
variety of vowel contexts, there is little overlap between the
pdfs for the two general categories ‘‘voiced’’ and ‘‘voice-
less.’’

B. Cumulative distribution functions of EOA values
and their Gaussian fittings

A cumulative distribution function~cdf! of EOA was
derived for each consonant from the pdf of EOA values by
summing the proportions below a given criterion. Cumula-
tive distribution functions for the eight pairs of consonants
are shown in Fig. 5 by empty circles~voiced! and filled
circles ~voiceless!.

A Gaussian fit to the cdf of EOA values of the conso-
nants in each of the eight pairs is shown by the solid lines in
Fig. 5. The mean and standard deviation of the best Gaussian
fit for each consonant were chosen to minimize the sum of
squares of the difference between the observed cdf and the
predicted cdf at the sample points. The mean and standard
deviation of the best Gaussian fit, as well as the percentage
error for the fit of each consonant, are listed in Table I. For
the voiceless category, the mean values of EOA of the eight
consonants ranged from 54.6 to 233.5 ms. For the voiced
category, the mean values ranged from2122.4 to 68.6 ms.
The values of standard deviation ranged from 2.6 to 36.2 ms
for most consonants except for the weak fricatives /)_3_Y_Z/,
whose standard deviations ranged from 60.6 to 107.5 ms.
The standard deviations for the voiceless consonants were

always larger than for their voiced cognates. The Gaussian
fits of the cdfs of EOA values generally exhibited error rates
less than 7% for most consonants, with the exception of the
weak fricatives and the voiced affricate /$c/, which have
error rates of roughly 10%.

The cdfs for the two general categories of all voiceless
and voiced consonants are shown in Fig. 6 by the empty
circles ~voiced! and filled circles~voiceless!. The cdfs, for
the two categories pooled across all consonants, are quite
separable for voiced compared to voiceless consonants, as is
the case for individual pairs of voicing contrasts. The Gauss-
ian fits for all consonants in each of the two categories are
shown in Fig. 6 by the solid curves.

The results of the best Gaussian fits of the two catego-
ries are provided in the final row of Table I. The mean EOA
for the voiceless consonants was 142.5 ms compared to
212.4 ms for the voiced consonants and the standard devia-
tions of the two categories were similar. The function for
voiced consonants is less well fit than that for voiceless con-
sonants, especially in the range of2100 to2200 ms.

The goodness-of-fit of each normal distribution to the
empirical distribution of each consonant was evaluated using
the Kolmogorov–Smirnov ~KS! test ~DeGroot and
Schervish, 2002!. The KS test statisticD is the largest abso-
lute deviation between the Gaussian distribution function and
the observed cumulative distribution function. The
D-statistic values for each consonant are shown in Table II,
as well as theD-statistic values for the two overall categories
of voiceless versus voiced consonants~provided in the final
row!. For a significance level of 0.01, the model will not be
rejected if theD statistic is less than 1.63/AN, whereN is the
sample size provided in Table II.~Sample size,N, varies
across consonants due to the binning procedure described
earlier in Sec. III A.! Thus, in order not to reject the model,
theD statistic must satisfyD,1.63/AN for each case. When

FIG. 4. Probability distribution of
EOA for two categories of consonants:
Voiceless versus Voiced. Within the
Voiceless category, measurements
were made on 512 tokens pooled
across the 8 voiceless consonants.
Likewise, 512 tokens were used in
measurements within the Voiced cat-
egory.
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this criterion is compared with theD statistics shown in
Table II, it can be seen that the normal distributions with
mean and standard deviation estimated using least-mean-
square error are not rejected at a significance level of 0.01 for
all cases.

C. Performance of an ideal observer

Using the EOA as a perceptual-distance measurement,
we can calculate the performance of an ideal observer in
making the voiced-voiceless distinction with sensitivity
(d8), a measure widely used in Signal Detection Theory~see

Green and Swets, 1966; Durlach, 1968; Macmillan, 1990!.
Signal detection theory analyzes decision-making in the
presence of uncertainty. Its application in sensory experi-
ments provides a way to separate the underlying sensory pro-
cessing of the stimuli from the subjective decision process.
Sensitivity (d8) for two Gaussian distributions of equal vari-
ancess2 is defined as

d85~m12m2!/s, ~1!

wherem1 andm2 are the means of the two Gaussian distri-
butions, respectively.

FIG. 5. Cumulative distribution functions of EOA for the eight pairs of voicing contrasts and their Gaussian fittings. Data points for voiceless sounds are
shown by filled circles and for voiced sounds by unfilled circles. The Gaussian fit to each cdf is shown by the solid lines. In the labels of the plots, ch stands
for /#b/, - for /$c/, th for /Y/, tx for /Z/, sh for /b/, and zh for /c/.
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The calculation ofd8 based on the experimental results
derived from the stimulus–response confusion matrix in a
one-interval two-alternative forced-choice paradigm shown
in Table III, is given by

d85z~H !2z~F !, ~2!

where the hit rateH is the proportion of presentations of
stimulus S1 to which the subject responds S1, calculated by

H5N~Hits!/„N~Hits!1N~Misses!…; ~3!

and the false-alarm rateF is the proportion of presentations
of stimulus S2 to which the subject responds S1, calculated
by

F5N~False alarms!/„N~False alarms!

1N~Correct rejections!…; ~4!

and z is the inverse of the normal distribution function that
converts a hit or false-alarm rate to az score.

The above method of calculatingd8 assumes that the
decision variables~EOA! have Gaussian distributions of
equal variances~or variables that can be transformed by a
monotonic function into Gaussian distributions of equal vari-
ances!. The values of standard deviation provided in Table I,
however, indicate that the two distributions for pairs of con-
sonants contrasting in voicing tend to have different vari-
ances. This inequality of variances negates the direct appli-
cation of Eq.~1!. There are at least three approaches that
could be applied to overcome this problem:~1! using mono-
tonic transfer functions to transform the two variables from
unequal variance to equal variance,~2! applying formulas for
d8 under an assumption of unequal variance~Macmillan and
Creelman, 1990!, and ~3! employing a two-interval two-
alternative forced choice~2I, 2AFC! procedure. Our ap-
proach for calculatingd8 for the ideal observer is based on
this final option, i.e., the use of a 2I, 2AFC procedure.

In a 2I, 2AFC paradigm, both alternatives~S1, S2! are

TABLE I. A summary of the results of the best Gaussian fit to the cdf of EOA values for each of the 16
consonants and for the two general categories: ‘‘Voiceless’’ and ‘‘Voiced.’’ For consonant or category, mean and
standard deviation~STD! of the best fit are given in ms, along with the percentage error of the fit~see the text
for a definition!.

Mean
~ms!

STD
~ms!

Error
~%!

Mean
~ms!

STD
~ms!

Error
~%!

Stops /!/ 91.9 36.2 6.4 /"/ 22.0 2.6 3.4
/#/ 126.1 26.8 3.8 /$/ 12.8 5.7 5.1
/%/ 112.8 24.9 7.3 /+/ 15.5 12.9 5.2

Affricates /#b/ 146.0 29.6 3.5 /$c/ 68.6 21.9 10.3
Fricatives /)/ 54.6 107.5 11.4 /3/ 2116.8 60.6 9.9

/Y/ 140.0 106.8 11.1 /Z/ 2122.4 69.8 7.0
/2/ 222.4 29.8 1.8 /6/ 233.3 23.7 6.3
/b/ 233.5 33.8 4.0 /c/ 22.6 27.7 2.8

All Voiceless 142.5 77.2 3.8 Voiced 212.4 66.5 9.8

FIG. 6. Cumulative distributions of
EOA for two categories of consonants:
Voiceless~filled circles! versus Voiced
~unfilled circles!, and their Gaussian
fittings ~shown by the solid lines!.

3163J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Yuan et al.: Envelope-onset asynchrony cue to voicing



presented on each trial in the random order of two possibili-
ties: @S1, S2# or @S2, S1#. The decision variable in a 2I,
2AFC experiment is formed by subtracting the EOA value in
the first interval from that in the second interval. Thus, the
probability distribution functions for the two possible cases
~@S1, S2# or @S2, S1#! are symmetric about the origin and
have the same variance. The sensitivityd8 can be calculated
using Eq.~1! ~Macmillan and Creelman, 1990!. Performance

in 2I, 2AFC is typically scaled by a factor of 1/& to be
equivalent to that which would be achieved in a standard 1I,
2AFC procedure.

A simulation procedure was employed to obtain the dis-
tribution of the difference between the EOAs of each pair of
voiced–voiceless consonants, as well as their cumulative dis-
tributions. This procedure was conducted by~1! randomly
selecting one token representing the initial voiced consonant
of a given pair,~2! randomly selecting another token repre-
senting its voiceless cognate, and~3! calculating the differ-
ence between the two EOAs. This procedure was repeated
for 5000 trials. The same Gaussian fitting procedure was
used as described in Sec. III B above. The pdf~top panels!
and cdf~bottom panels! of the EOA difference are shown in
Fig. 7 for the consonant pair /2-6/: EOA of /6/ minus EOA of
/2/ ~the left panel of Fig. 7! and EOA of /2/ minus EOA of /6/
~the right panel of Fig. 7!. The Gaussian fit to the cdf of the
EOA difference is shown by the solid lines in Fig. 7. The
absolute values of the mean and the standard deviation of the
best Gaussian fit, which are the same for the two distribu-
tions, are 254 and 39 ms, respectively. According to Eq.~1!,
the value ofd85„254 -(-254)…/39513.0.

Thed8 values computed for each of the eight pairs in 2I,

TABLE III. Confusion matrix derived from the one-interval two-alternative
paradigm experiment.

Response

R1 R2

Stimulus S1 N~Hits! N~Misses!
S2 N~False alarms! N~Correct rejections!

TABLE II. D-statistic values for each of the 16 consonants and for the two
general categories ‘‘Voiceless’’ and ‘‘Voiced.’’ ForD,1.63/AN, the Gauss-
ian assumption is not rejected at a 0.01 level of significance. The Gaussian
assumption is not rejected for any of the cases.

C1 Sample number

1.63

AN D statistic

/!/ 19 0.3739 0.0748
/"/ 35 0.2755 0.0728
/#/ 24 0.3327 0.0487
/$/ 32 0.2881 0.0307
/%/ 33 0.2837 0.0763
/+/ 41 0.2546 0.0660
/#b/ 15 0.4209 0.0515
/$c/ 55 0.2198 0.0625
/)/ 24 0.3327 0.2738
/3/ 59 0.2122 0.1421
/Y/ 31 0.2928 0.1225
/Z/ 88 0.1738 0.1212
/2/ 17 0.3953 0.0275
/6/ 26 0.3197 0.0768
/b/ 15 0.4209 0.0552
/c/ 55 0.2198 0.0449
Voiceless 44 0.2457 0.0528
Voiced 42 0.2515 0.1329

FIG. 7. Probability distributions~pdfs!
and cumulative distributions~cdfs! of
the EOA difference for the pair /2-6/:
/6/ minus /2/ ~left panel! and /2/ minus
/6/ ~right panel!. The two panels in the
top row show the pdfs and the two
panels in the bottom row shown are
their cdfs. The Gaussian fit to each cdf
is shown by the solid lines.
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2AFC are provided in Table IV, as well as thed8 value for
the two overall categories. The values ofd8 cover a range
from 3.5 ~for /)_3/! to 13.0 for /2_6/. These results indicate
excellent sensitivity: in terms of percent-correct the results
fall in the range 96% to 100% correct.

IV. DISCUSSION

Acoustic measurements of EOA in C1VC2 syllables in-
dicate that EOA provides a reliable and robust cue for initial
consonant voicing across a variety of vowel contexts for two
different speakers. The cue is independent of manner and
place of production of the consonants. Our results, however,
are limited to obstruent consonants in initial position and in
isolated syllables. Its applicability to other contexts~such as
syllable-final position or consonant clusters!, to continuous
speech, to noisy speech, and to larger intertalker variability,
remains to be examined.

The EOA cue may be easily transferred to certain con-
texts, such as consonants in syllable-final position. Although
a full set of measurements has yet to be obtained, the offset
times of the two envelopes appear to provide reliable infor-
mation for voicing discrimination at least for certain con-
trasts. Extensions to multiple talkers may also be handled
satisfactorily based on the consistency of the measurements
across the two different talkers in the current study. The cue
may be less reliable in noisy speech. For broadband station-
ary noise, the thresholds may need to be adjusted according
to the noise level and the cue will not be effective under
extremely noisy conditions because the envelopes will be
masked by the envelope of the noise. Problems become more
difficult with speech-like maskers due to the competing on-
sets from nontarget components.

EOA and VOT for English stops are closely related to
each other in two aspects:~1! the burst and the following
frication and aspiration of a voiceless stop are composed of
high-frequency energy; and~2! the vocal-fold vibration is
usually composed of low-frequency energy. Although the en-
ergy onsets of the high-and low-frequency bands selected for
envelope processing do not coincide with the timing of the
burst and the onset of vocal-fold vibration, respectively, they
are nonetheless good indicators of the two events in produc-
tion. Niyogi and Ramesh~2003! examined the VOT distri-
bution of English plosives in initial position followed by a
stressed vowel on two different databases of continuous
speech. Four observations can be made by comparing the
VOT measurements~Niyogi and Ramesh, 2003! with the
EOA measurements of the current study for each of the three
pairs of English plosives that contrast in voicing. First, both
VOT and EOA provide excellent separation of the voiced
and voiceless pairs with only small regions of overlap. In
general, voiceless plosives have higher VOT and EOA than
their voiced counterparts. Second, the variances of both VOT
and EOA measurements are smaller for voiced compared to

the voiceless plosives. Third, the mean values of EOA mea-
surements for voiceless plosives are larger than the mean
values of VOT. Fourth, the values of VOT are always posi-
tive ~i.e., the onset of burst precedes the onset of the vocal
fold vibration!; however, the values of EOA can be negative
for voiced plosives~i.e., the onset of low-frequency energy
can precede the onset of high-frequency energy!.

The real-time measurement of VOT, however, is rela-
tively difficult. It requires the real-time detection of the burst
that corresponds to the release of the plosives, and the onset
of glottal vibration from the speech waveform, as well as
prior identification of manner of production. In contrast, the
real-time measurement of EOA is quite straightforward in its
derivation of the envelopes of two different frequency bands,
regardless of the manner of production. Despite difficulties
in obtaining accurate and automatic measurements of VOT,
two recent studies~Ali et al., 2001b; Niyogi and Ramesh,
2003! have demonstrated good performance in voicing rec-
ognition using algorithms for the automatic measurement of
VOT in pre-labeled stop consonants.

The reliability and simplicity of the derivation of EOA
makes this cue a good candidate as a source of information
to be integrated into an automatic speech recognition system.
It could be used directly as an individual module for voicing
detection in a knowledge-based~rule-based! recognition sys-
tem that emulates the human ability in speech recognition.
The EOA cue could also be used as an additional input to the
currently dominant speech recognition systems that exploit
the inherent statistical properties of the speech sounds~such
as HMMs!. Although speech-recognition systems based on
statistical models usually employ phonemes as the minimum
units instead of the features associated with the phonemes
such as voicing, the EOA cue can be used as a supplement
combined with the statistical model in an appropriate way.

The EOA cue described here is applicable to the design
of speech-communication aids for persons with profound
hearing impairment. For example, this cue may be encoded
through a simple two-channel display in which the amplitude
envelopes of the high- and low-frequency bands are deliv-
ered to separate channels of the display. The temporal-onset-
order difference between the two channels would provide the
user of the display with a cue to voicing. Such a display,
which could be presented through any of the modalities of
audition, vision, or touch~given the specific modality has
sufficient temporal resolution to discriminate the EOA pat-
terns associated with voicing!, has the potential to provide
substantial improvements to the information available
through lipreading alone. Previous studies of temporal order
discrimination~Hirsh, 1959; Hirsh and Sherrick, 1961; Craig
and Baihua, 1990! suggest that thresholds ranging from
20–70 ms, independent of sensory modality, are sufficient
for resolving EOA differences associated with voicing. For
voiceless consonants, the high-frequency envelope tends to
precede the low-frequency envelope by roughly 50–200 ms,
depending on the particular consonant; for voiced conso-
nants, on the other hand, the low-frequency envelope tends
to precede the high-frequency envelope by values of270 to
120 ms, depending on the consonant. It is possible that the
benefits observed by Breeuwer and Plomp~1984! and Grant

TABLE IV. Values of $8 for eight pairs in the 2I, 2AFC experiment.

Pair /!_"/ /#_$/ /%_,/ /#b_$c/ /)_3/ /Y_Z/ /2_6/ /b_c/ Overall

$8 5.1 8.1 6.8 3.9 3.5 4.0 13.0 10.6 3.0
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et al. ~1994! may have been derived, at least in part, from the
temporal cue described in the current set of measurements.

V. CONCLUSIONS AND FUTURE DIRECTIONS

Acoustic measurements of initial consonants in C1VC2

syllables indicate that the envelope-onset asynchrony~EOA!
of two bands of speech~a low-pass band and a high-pass
band! serves as a reliable acoustic cue for distinguishing
voiced from voiceless consonants. The measurements of
EOA reported here are applicable to obstruent consonants
~regardless of manner or place of production! in the initial
position of isolated syllables. This cue is capable of distin-
guishing pairs of voiced/voiceless consonants at a rate of
roughly 96% to 100% correct. This performance compares
favorably with that reported for voicing-detection algorithms
developed for incorporation into ASR schemes. Further re-
search is warranted to determine the applicability of the EOA
cue to additional contexts~including syllable-final and me-
dial positions and consonant clusters!, to the coarticulation
encountered in continuous speech, to speech under noisy en-
vironments, and to larger intertalker variability.

Future work will also be concerned with the develop-
ment of speech-communication aids for persons with pro-
found hearing impairment or deafness to present the EOA
cue through visual or tactual displays or through displays
using residual auditory function. Evaluations of these dis-
plays will include perceptual studies of the discriminability
of pairs of voiced–voiceless consonants~for comparison
with the performance of the ideal observer reported here! as
well as studies examining the benefits of the EOA cue as a
supplement to lipreading.
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Calling animals may be located from measurements of the differences in acoustic travel time at pairs
of receivers. For inhomogeneous fields of speed, locations can be made with better accuracy when
the location algorithm allows the speed to vary from path to path. A new geometrical shape, called
an isodiachron, is described. It is the locus of points corresponding to a constant difference in travel
time along straight paths between the animal and two receivers. Its properties allow an interpretation
for locations when the speed differs from path to path. An algorithm has been developed for finding
the location of calling animals by intersecting isodiachrons from data collected at pairs of receivers.
When the sound speed field is spatially homogeneous, isodiachrons become hyperboloids. Unlike a
hyperboloid that extends to infinity, an isodiachron is confined to a finite region of space when the
speeds differ between the animal and each of two receivers. Its shape is significantly different than
a hyperboloid for cases of practical interest. Isodiachrons can be used to better understand locations
of calling animals and other sounds in the sea, Earth, and air. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1804625#
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I. INTRODUCTION

Differences in the travel time of acoustic and electro-
magnetic waves are commonly used to locate objects. Appli-
cations include the global positioning system1 ~GPS! and the
passive location of calling animals.2–9 When the speed of the
signal is constant, the difference in travel times can be con-
verted to the difference in distances by multiplying the dif-
ference in travel times by the speed. Then the method of
location is usually interpreted using hyperboloids10,11 be-
cause the hyperboloid is the locus of points whose difference
in distance from two points is constant. The hyperbola may
have been discovered by the ancient Greek mathematician
Menaechmus~circa 350 B.C.! ~p. 280-281, Vol II, Ref. 12!,
but this is not certain as most original writings have been
lost. Other geometrical interpretations of location have also
been found.11,13,14

The single-speed approximation is good enough for
some but not all applications. For greater accuracy, methods
are used that allow the speed to differ from path to path,
while still maintaining the picture of signals traversing
straight line segments. Scientists have developed these ap-
proaches for application to acoustic navigation in the
sea,15–17and to the passive location of calling animals in the
sea and air.9,18Then the question arises as to whether there is
a geometrical shape, which cannot be a hyperbola, that can
be used to interpret such locations when a constant speed is
not used.

The purpose of this paper is to show that such a shape
exists and to use it to interpret these methods of location. The
shape appears to have not been shown previously in the sci-
entific or mathematical literature, except for a paper that
gives its definition without showing its shape or describing
its properties.18 It is therefore necessary to use simple calcu-

lations to describe the properties of this shape, called an
‘‘isodiachron,’’ from the Greek words ‘‘iso’’ for same, ‘‘dia’’
for difference, and ‘‘chron’’ for time. It is the locus of points
along which the difference intravel time is constant. It re-
duces to a hyperboloid when the average speed of the signal
is the same on both paths. The isodiachron is the natural
shape to intersect to find the location of an animal when the
speed differs from path to path. In fact, the algorithm in Ref.
18 yields a probability density function for location using
isodiachrons.

Unless noted otherwise, the phrase ‘‘effective speed’’ is
defined to be the time for the acoustic or electromagnetic
signal to propagate from the animal to the receiver divided
by the Euclidean distance. Thus the effective speed includes
all spatially and temporally varying effects including those
due to refraction, diffraction, and, for acoustic signals, ad-
vection such as that due to winds or currents. Because of
advection, the effective speed from the animal to the receiver
can be different than from the receiver to the animal. The
word ‘‘speed’’ will not include effects from advection.

Section II reviews some of the reasons and methods that
have been used to infer location when the effective speed is
spatially inhomogeneous. There must be other methods that
have been used as well, and the list of examples here is not
intended to be complete. What is important about this section
is that it highlights some of the pitfalls in hyperbolic location
methods in situations where the effective speed is not con-
stant from path to path. Section III provides the calculations
that define the isodiachron and its behavior. The paper ends
with a short summary, and provides a speculation as to why
the ancient Greek mathematicians did not apparently con-
template an isodiachron.
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II. HYPERBOLIC LOCATION IS LESS ACCURATE AND
SOMETIMES INCORRECT

A. Underwater navigation

Hydrophones are sometimes lowered from a ship to the
seafloor to locate acoustic emissions from a variety of ob-
jects. There is considerable interest in determining the posi-
tion of each hydrophone on the bottom so that locations of
acoustic emissions can be made accurately.

Quite often, the positions of the hydrophones are esti-
mated by towing an accurately located source from the ship
while the hydrophones on the bottom pick up these calibra-
tion signals. Suppose the clock for the hydrophone time se-
ries has an unknown offset with respect to the clock govern-
ing the towed source. The unknown clock offset is removed
from the problem by working with differences of signal
travel time at the hydrophone. The travel times change pri-
marily because the source transmits from different locations.
Until recently, this was usually treated as a standard hyper-
bolic location problem.

In the sea, the effective speed of sound between the
source and hydrophone varies with source location.15–17 To
explain why, assume for simplicity that the speed of sound
varies with depth only. The actual time for sound to reach a
hydrophone on the bottom from the surface depends on the
speed of sound along a ray path, which is not straight be-
cause it bends due to refraction. If the ray path were straight,
the effective speed of sound would be the same for all source
locations at the surface. But the bending changes the effec-
tive speed of sound. For cases of interest, this effective speed
can be pre-computed in a table of speed versus slant angle to
and depth of the receiver.15,17This table can be accessed by a
location algorithm.15,16

The equations relating location to differences in travel
time are nonlinear.15,16 When these equations are linearized
about a good initial guess for hydrophone location, a least-
squares problem for hydrophone location and clock offset
between the source and hydrophone can be solved by iterat-
ing the linearized equations to minimize the residuals in a
determined or overdetermined problem.15,16 The method,
called the ‘‘inhomogeneous algorithm’’ here, allows one to
assume that different paths have the same or different effec-
tive speeds. The inhomogeneous algorithm looks up the ef-
fective speed along each path as it iterates for the location of
the hydrophone on the bottom.15,16 An estimate of the error
obtained from hyperbolic location has been investigated as
follows.

Using a realistic profile of sound speed in the Atlantic, a
simulated hydrophone at 1600 m depth is estimated to have a
depth error of about 3 m when located using hyperbolic
methods~Table I, case 5, Ref. 16!. When the effective speed
of sound is allowed to vary from path to path from a pre-
computed database, the inhomogeneous algorithm yields the
correct depth for the hydrophone~Table I, Case 6, Ref. 16!.
For real data with a similar geometry, the hyperbolic location
algorithm yields a 3 merror compared with the inhomoge-
neous location algorithm~Cases 2 and 4 in Table 2.3 of Ref.
15!. There are situations where 3 m errors in hydrophone

locations are significant. Errors in the locations of receivers
often translate to much larger errors in source location.11,19

B. Solutions for animal location in air

Naturalists, biologists, acousticians, and others estimate
locations of sounds from differences of travel time on widely
separated microphones in air.20–25 Problems with hyperbolic
location are highlighted by considering a geometry where an
animal is located at Cartesian coordinate~20,100,7! m and its
signals are monitored at five microphones at~0,0,0!, ~25,0,3!,
~50,3,5!, ~30,40,9!, and~1,30,4! m respectively. For definite-
ness, assume the animal’s call has a rms. bandwidth of 1000
Hz and, following the cross correlation of the signal between
each pair of microphones, the peak signal-to-noise ratio is 20
dB. The lag of this peak has a standard deviation of 16ms
~Ref. 26!, where the lag is the difference in the travel time of
sound between the animal and two receivers. Such accuracy
can be achieved in practice.

A sequential nonlinear Monte Carlo technique is used to
estimate the probability density function for location from
simulated lags.18 The technique can accommodate spatially
homogeneous or inhomogeneous effective speeds, and al-
lows one to account for errors in the locations of the micro-
phones. Realisticprior distributions of errors are permitted
for all variables. Distributions of location can be compared
with the same statistical assumptions except for the fact that
in one case the effective speed is spatially homogeneous, and
in the other, spatially inhomogeneous. Other algorithms may
also be suitable for generating realistic location distributions,
but it does not seem prudent to summarize or compare such
techniques because the main point of this paper is not cen-
tered on a review of techniques.

Simulated lags are computed without noise for a speed
of sound of 330 m/s and for a horizontal wind blowing at 10
m/s toward the positivey Cartesian axis.A priori distribu-
tions of the remaining variables are taken to be Gaussian but
truncated at two standard deviations~Table I!. The accurate
locations of the receivers are typical for those surveyed op-
tically. It is necessary to accommodate the effects of wind for
hyperbolic location without allowing the effective speed to
vary from path to path. This can be done in two ways, neither
of which is satisfying.

The first accommodation is to let the necessarily spa-
tially homogeneous effective speed vary by an amount equal
to the variations from path to path, i.e., a standard deviation
of 10 m/s~Table I, Hyperbolic Location 1!. The second ac-
commodation is to artificially increase the measured error in
the difference in travel times from 16ms to that which would
be due to the change in lag due to path speed variations of
dc5610 m/s over distances of the acoustic paths. An order-
of-magnitude estimate of this effect can be obtained by using
equal path lengths,L, given by the length scale of the array.
The effect is

st'A~Ldc/c2!21~Ldc/c2!2, ~1!

where to first order, the variation in travel time for one path
is Ldc/c2 andst denotes the standard deviation of the dif-
ference in acoustic travel time between the animal and two
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receivers. ForL550 m, dc510 m/s, andc5330 m/s, we
get st50.00649 s. This artificial increase is about two or-
ders of magnitude greater than the 16ms accuracy that can
be obtained for the signal limited by noise~Table I, Hyper-
bolic Location 2!.

There is no difficulty accommodating inhomogeneous
effective speeds with isodiachronic location. In this case, the
speed of sound has zero variation about the mean of 330 m/s,
and they component of the wind is given a standard devia-
tion of 10 m/s about a mean of 0 m/s~Table I, Isodiachronic
Location!.

Following application of the sequential nonlinear Monte
Carlo algorithm, incorrect animal locations are obtained
when the effective speed is assumed to be spatially homoge-
neous~Table I, Hyperbolic Location 1!. Indeed, the animal’s
100% confidence limits fory are 102.0 to 108.1 m, but its
actualy coordinate is 100 m. The 100% limits do not extend
to infinity because thea priori distributions of error are trun-
cated at two standard deviations. So givena priori distribu-
tions of receiver locations, travel time differences, and envi-
ronmental variations, this hyperbolic location method always
yields incorrect answers for the location of the animal.

If the second hyperbolic location model is used with
large errors in the lags~Table I, Hyperbolic Location 2!, the
100% confidence limits are:x between2312 and1207 m,
y between 55 and 12 000 m, andz between21200 and
1410 m. These bounds contain the correct location of the
animal, but they are so large as to be useless. The 95% con-
fidence limits are:x between 13 and 33 m,y between 57 and
540 m, andz between266 and115 m. These bounds are
about the same scale as the array itself, and still quite large
and probably not useful.

With isodiachronic location, 95% confidence limits for
the animal arex:16.6– 20.5 m, y:98.8– 101.7 m,z:3.5–
40.5 m. These are statistically consistent with the correct lo-
cation at~20,100,7! m. The large variation inz stems from
the fact that the animal and receivers are nearly coplanar.
Other confidence limits could be given but they are not
shown because the point is that isodiachronic location yields
a correct answer at a stringent confidence of 95%, and there-

fore at 100% confidence as well. This demonstrates that hy-
perbolic methods yield incorrect or useless locations whereas
the isodiachronic method yields useful and statistically cor-
rect locations.

C. Global positioning system

The GPS is used to locate receivers from differences of
travel time from synchronized emissions of electromagnetic
waves from satellites. One of the largest sources of location
error is the variation of the group speed of electromagnetic
waves for different paths through the ionosphere.1 If one uses
a GPS receiver that monitors only the single L1 frequency,
the typical residual after correcting for the GPS-broadcasted
ionospheric correction is 4 m, but could be many times that
amount.27 These errors translate to location errors of about
30 m both horizontally and vertically. If one assumes loca-
tions are obtained using a hyperbolic technique, no accom-
modation can be made for the differences in effective speed
from path to path, and these errors would be difficult to
suppress without further information. In this situation, one
could use an algorithm for location that accommodates varia-
tions in the effective speed on a path-by-path basis. Such
algorithms would yield more accurate estimates of location
than hyperbolic algorithms.

III. GEOMETRY OF ISODIACHRONS

Since there is a need for locating signals with high ac-
curacy in spatially inhomogeneous fields of effective speed,
it would be desirable to develop a geometrical interpretation
of the problem as has been done when the effective speed is
spatially homogeneous.10,11,13,14

A hyperboloid is the locus of pointss whose difference
in distance,di j , from two points is constant. These points
satisfy

ir i2si2ir j2si5di j , ~2!

where the coordinates of the points~receivers here! are r i

and r j . Let t i and t j denote the time for sound to travel
between the source and each receiver, respectively, and de-

TABLE I. A priori distributions of independent variables involved in determining the location of a calling animal in air via hyperbolic and isodiachronic
methods. Both methods yield distributions for animal location from the differences in simulated arrival times at five microphones. Hyperbolic location requires
the effective speed to be the same for each acoustic path whereas isodiachronic location does not. Distributions~probability density functions! are Gaussian
with indicated means and standard deviations except all are truncated at two standard deviations. ‘‘True’’ indicates a variable’s mean is error-less. They
component of the wind is modeled for isodiachronic location but cannot be modeled in hyperbolic location. Instead, this wind is accounted for by including
a variation of 10 m/s for the standard deviation of effective sound speed in hyperbolic location~method 1! or by artificially increasing the measured error in
the lag from 16ms to 0.006 49 s~method 2! via Eq.~1!. A priori errors are zero for receiver one, they andz coordinates of receiver two, and thez coordinate
for receiver three. These coordinates merely define the origin and orientation of the coordinate system.

A Priori distributions

Variable Symbol

Hyperbolic location 1 Hyperbolic location 2 Isodiachronic location

Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Cartesian r i(x) True 0.02 m True 0.02 m True 0.02 m
Receiver r i(y) ’’ ’’ ’’ ’’ ’’ ’’
Coordinate r i(z) ’’ ’’ ’’ ’’ ’’ ’’
Cartesian u(x) 0 0 0 0 0 0
Wind u(y) 0 0 0 0 0 10
Component u(z) 0 0 0 0 0 0
Sound speed c 330 10 330 0 330 0
Lag t i j True 16ms True 0.006 49 s True 16ms
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fine the lag ast i j [t i2t j . When the effective speed isc, Eq.
~2! is the same as

ir i2si2ir j2si5ct i j , ~3!

which is described in Cartesian coordinates with a polyno-
mial of degree two.

An isodiachron is defined to be the locus of points sat-
isfying

t i2t j5t i j , ~4!

where the effective speed depends on the spatial coordinates
of the paths. Then Eq.~4! is

ir i2si
ci~s!

2
ir j2si
cj~s!

5t i j , ~5!

whereci(s) andcj (s) denote the effective speeds to receivers
i and j , respectively, as a function ofs.

In some of what follows, it is useful to consider isodi-
achrons whereci(s) andcj (s) do not depend on locations.
This is called a ‘‘class one isodiachron.’’ Isodiachrons of
other classes are those given by Eq.~5! for which ci(s) and
cj (s) depend ons. Paradoxically, class one isodiachrons are
useful for estimating probability density functions for the
location of an animal in all realistic situations whereci(s)
andcj (s) do depend ons because of another algorithm that
uses class one isodiachrons in a particular way.18 This para-
dox is resolved in Sec. III A.

The two-dimensional isodiachron approximates a hyper-
bola in a limited region~Fig. 1!. Unlike a hyperbola, isodi-

achrons contain no points at infinity whenci(s) is unequal to
cj (s) and when the receivers are separated by a finite dis-
tance. Instead, the assumption that the difference in propaga-
tion time be constant and that the effective speeds differ,
constrains such isodiachrons to finite regions of space~Fig.
1!. The proof which follows is true for isodiachrons ofall
classes and for all realistic effective speeds as long asci(s)
andcj (s) differ.

We write the definition of an isodiachron

t i j [t i2t j5
di

ci~s!
2

dj

cj~s!
, ~6!

wheredi and dj are the distances between the animal and
receiversi and j , respectively. By assumption,ci(s) is un-
equal tocj (s). For all points in space we have

di5dj1D, ~7!

whereD must be less than or equal to the distance between
the receivers, so

D<ur i2r j u,`, ~8!

since the receiver separation,ur i2r j u, is finite. Substitute Eq.
~7! into Eq. ~6! and simplify to get

t i j 5dj S 1

ci~s!
2

1

cj~s! D1
D

ci~s!
. ~9!

All measured lags,t i j , are finite and the only way to obtain
these finite values forci(s)Þcj (s) is to demand thatdj be

FIG. 1. A, B: Two-dimensional hyperbola~dashed! compared with two-dimensional isodiachron~solid!. Locations of the two receivers~asterisks! are at
Cartesian coordinates (21,0) and~1,0!. The effective speeds of sound between the calling animal and receivers one and two are 330 and 340 m s21,
respectively. The lag,t12 , is 10.0015 s. The hyperbola is computed for an effective speed of 330 m s21. C, D: Same except the lag is20.0015 s.
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finite becauseD is finite @Eq. ~8!#. Therefore, all points on an
isodiachron are a finite distance from the receivers when
ci(s)Þcj (s).

Several facts concerning class one isodiachrons are use-
ful. We derive an expression fory(x), the locations of theirx
intercepts, and the bounds for their lags. Some of the more
complicated algebraic expressions were obtained from a
symbolic mathematical software program.

When the effective speeds,ci andcj , do not depend on
s, the isodiachron can be expressed in Cartesian coordinates
with a polynomial of degree four.18 The polynomial coeffi-
cients of degree three and four go to zero whenci and cj

approach the same valuec, leaving a second degree polyno-
mial describing a hyperbola. For class one isodiachrons in
two spatial dimensions, Eq.~5! reduces to

a1y41a2y21a350, ~10!

where

a1[
cj

422ci
2cj

21ci
4

ci
4cj

4 , ~11!

a2[2~ci
4cj

4!21~cj
4x21cj

4x0
21ci

4x21ci
4x0

222cj
2x2ci

2

12cj
4xx022cj

2ci
2x0

22cj
4t i j

2 ci
22t i j

2 ci
4cj

222ci
4xx0!,

~12!

a3[x4~cj
422ci

2cj
21ci

4!/~ci
4cj

4!1~ci
4cj

4!21~cj
4x0

4

14cj
4x3x016cj

4x2x0
214cj

4xx0
322cj

2x0
4ci

21t i j
4 ci

4cj
4

24ci
4x3x016ci

4x2x0
224ci

4xx0
322cj

4x2t i j
2 ci

2

14cj
2x2ci

2x0
224cj

4xx0t i j
2 ci

222cj
4x0

2t i j
2 ci

21ci
4x0

4

22t i j
2 ci

4cj
2x214t i j

2 ci
4cj

2xx022t i j
2 ci

4cj
2x0

2!, ~13!

where the receivers are at Cartesian coordinates (2x0,0) and
(x0,0) andx0.0. The solution fory in terms ofx can be
simplified by substitutingz5y2 in Eq. ~10! which yields a
quadratic equation inz. If z is real valued and non-negative,
solutions fory are given by6Az for a given value ofx.
Equation~10! describes a hyperbola whenci5cj .

The intersection of a class one isodiachron with thex
axis occurs wheny is zero in Eq.~5! which yields

cj ux1x0u2ci ux2x0u5cicjt i j , ~14!

wherex is thex coordinate ofs. The solutions are

x5
cicjt i j 1~ci1cj !x0

ci2cj
; x,2x0 , ~15!

x5
cicjt i j 1~ci2cj !x0

ci1cj
; 2x0<x<x0 , ~16!

x5
cicjt i j 2~ci1cj !x0

cj2ci
; x0,x. ~17!

We now investigate the possible values fort i j givenx0 ,
ci andcj . These are derived from Eqs.~15!–~17!

t i j 5
2cj~x1x0!1ci~x2x0!

cicj
; x,2x0 , ~18!

t i j 5
cj~x1x0!1ci~x2x0!

cicj
; 2x0<x<x0 , ~19!

t i j 5
cj~x1x0!2ci~x2x0!

cicj
; x0,x. ~20!

For the first case (x,2x0), t i j equals22x0 /cj as x→
2x0 . For x,2x0

]t i j

]x
5

ci2cj

cicj
; x,2x0 , ~21!

so whenci,cj

22x0 /cj<t i j ,`; x,2x0 ; ci,cj . ~22!

Similarly whenci.cj

2`,t i j <22x0 /cj ; x,2x0 ; ci.cj . ~23!

For the second case (2x0<x<x0), t i j equals22x0 /cj

and 12x0 /ci at x equal to 2x0 and x0 , respectively. In
between, we have

]t i j

]x
51/ci11/cj ; 2x0<x<x0 , ~24!

which is positive. Thus the values oft i j increase linearly in
this line segment and

22x0 /cj<t i j <2x0 /ci ; 2x0<x<x0 . ~25!

For the third case (x0,x), t i j equals 2x0 /ci at x5x0 .
For x0,x

]t i j

]x
5

cj2ci

cicj
; x0,x. ~26!

So whenci,cj ,

2x0 /ci,t i j ,`; x0,x; ci,cj ~27!

and whenci.cj

2`,t i j ,2x0 /ci ; x0,x; ci.cj . ~28!

We see thatt i j has a minimum value of22x0 /cj when ci

,cj and that thex axis is crossed twice except whent i j is
the minimum value in which case the class one isodiachron
touches thex axis once at2x0 ~Fig. 2!. Similarly, t i j has a
maximum value of 2x0 /ci whenci.cj , and the isodiachron
crosses thex axis twice except whent i j is maximum in
which case the isodiachron touches thex axis once atx0

~Fig. 3!.
We now prove that the lag bounds on thex axis (t i j >

22x0 /cj for ci,cj and t i j <2x0 /ci for ci.cj ) are the
bounds for all points on a class one isodiachron. This can be
proved by showing that all such isodiachrons intersect thex
axis because then the lag is constant everywhere on an iso-
diachron. We know that all class one isodiachrons are sym-
metric about thex axis because all class one isodiachrons
have values ofy given by6Az @see sentences following Eq.
~13!#. The isodiachron is a continuous function iny(x) be-
cause it is a polynomial. For two points on an isodiachron
given by 6y(x), there must then either be a curve joining
them through infinity~which is impossible as shown above!,
or the curve must join them through finite values and thus
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cross thex axis at a value given by Eqs.~15–17!. Thus the
lag bounds given for class one isodiachrons on thex axis are
valid for all class one isodiachrons because all class one
isodiachrons touch thex axis.

A three-dimensional isodiachron can be formed by rotat-
ing the two-dimensional isodiachron around thex axis ~Fig.
1!. The closed form solution for isodiachronic location can
yield four solutions from four receivers. This can be under-
stood geometrically as follows. The first pair of receivers
constrains the source to a class one isodiachron. A third re-
ceiver introduces a second isodiachron which can intersect
the first one along two different closed curves~e.g., in the
region betweenx between 0.5 and 1 in panel B of Fig. 1!. A
fourth receiver introduces a third isodiachron which can in-
tersect the two closed curves at at most four points. In this

case, a fifth receiver is needed to determine which of the four
points is correct.

Because class one isodiachronic and hyperbolic surfaces
can deviate significantly from one another in the vicinity of
the receivers, hyperbolic locations can yield incorrect an-
swers while isodiachronic locations are correct, even when
accounting for errors.

A. Class one isodiachrons are useful when the
effective speed is spatially inhomogeneous

The paradox is that class one isodiachrons are useful for
estimating the probability density function for an animal’s
location when the effective speed varies in any realistic man-
ner, including effects from advection. Understanding the
paradox comes from the way this isodiachron is used by a
Monte Carlo algorithm.18

A constellation is the minimum number of receivers
needed to yield unambiguous solutions for location. For
three-dimensional locations without prior knowledge of the
animal’s location, the constellation consists of four or five
receivers, depending on the location of the animal.18

An analytical solution for the animal’s location is avail-
able for any constellation.18 The solution requires~1! the
effective speeds between the animal and each receiver,~2!
locations of the receivers, and~3! the values of the lags.
When the effective speed includes advective effects, the al-
gorithm needs to do an extra step because the effective speed
depends on the location of the animal, but one does not ini-
tially know the location of the animal without using the ana-
lytical solution. A solution to this problem is given later, but
for now it is important to state that no first guess for the
animal’s location is made by any hyperbolic location tech-
nique. The relevant part of the Monte Carlo algorithm is
explained next.18

When the effective speeds are unaffected by advection,
the Monte Carlo algorithm adopts any realisticprior prob-
ability density functions for~1! the effective speed between
the animal and each receiver,~2! the errors in the Cartesian
coordinate of each receiver in the constellation, and~3! the
measured lags. A sample is drawn from each of the distribu-
tions yielding a set called a ‘‘configuration.’’ A configuration
that does not yield at least one real-valued solution for loca-
tion is discarded because the samples could not have jointly
occurred. A ‘‘valid configuration’’ is one where there is at
least one real-valued analytical solution for location. Each
real-valued analytical solution for location is a point at which
class one isodiachrons from all possible receiver pairs inter-
sect. The Monte Carlo algorithm has established one set of
effective speeds between the animal and each receiver in the
constellation from the valid configuration. The Monte Carlo
algorithm continues to find a sufficient number of valid con-
figurations such that convergence is obtained for the prob-
ability distribution of the animal’s location. The collection of
effective speeds from all Monte Carlo runs provides an esti-
mate for all the effective speeds that are consistent with the
data, the cloud of possible animal locations, and the clouds
of possible receiver locations.

Class one isodiachrons are a mathematically and com-
putationally convenient and efficient means for obtaining the

FIG. 2. The lags,t i j , for isodiachrons as a function of theirx intercepts.
Receiversi and j are at Cartesian (x,y) coordinates (2x0,0) and (x0,0),
respectively. The effective speeds of the signal between receiversi and j and
the isodiachron areci andcj , respectively, andci,cj . t i j 5t i2t j where the
times for the signal to travel between the isodiachron and receiversi and j
are t i and t j respectively. Note that the lags must occur in the interval
22x0 /cj<t i j ,` @Eqs.~22!, ~25!, and~27!#.

FIG. 3. Same as Fig. 2 exceptci.cj . In this case all isodiachrons have lags
t i j <2x0 /ci @Eqs.~23!, ~25!, and~28!#.
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distribution of the animal’s location because they accommo-
date an analytical solution for location when the effective
speed differs from path to path and they accommodate mod-
els for sound speed and advection that are realistic when
used with the Monte Carlo algorithm.18 More specifically,
the analytical solution for location is derived18 by using the
fact that ir i2si25ci

2t i
2 , and then subtracting the equation

for i 51 from the equations fori .1 whereci is a specified
effective speed that is independent of the animal’s location.
When the equation fori 51 is subtracted from any other
equation fori .1, the resulting equation specifies that the
animal resides somewhere on the locus of points for which
the difference in travel time to receiversi .1 and i 51 is a
constant. This is a class one isodiachron. With a constella-
tion, one has enough difference equations to yield an analyti-
cal solution for location.18

Consider an effective speed that is affected by advec-
tion, such as wind. A configuration is drawn from prior dis-
tributions of the~1! wind, ~2! speeds,~3! receiver coordi-
nates,~4! lags, and~5! the location of the animal,s. This
configuration contains draws from theprior wind and source
distributions. These were not drawn when advection was un-
important. One can always form a prior distribution for the
location of the animal because one can use a uniform distri-
bution in space with boundaries that are so large as to en-
compass every possible location. For example, one could
know that sounds from a cricket would originate within 200
m of a receiver. Next, the effective speed between the animal
and each receiver is obtained from

ci5Ci1U+~s2r i !/di , ~29!

whereCi is the draw from the speed distribution~the scalar
field!, U is the draw from the vector wind distribution and
the open circle denotes dot product. Note that this draw for
the effective speed depends on a random guess for the loca-
tion of the animal. The analytical solution for location is now
obtained as before, yielding locations1 . The closest real-
valued solution,s1 , to the randomly chosen location for the
animal,s, is accepted if

us12su,e, ~30!

wheree is some small value such as 0.1 m. If all analytical
solutions,s1 , are complex, they are discarded and a fresh
draw is made for a configuration. Otherwise, the effective
speed is updated from Eq.~29! using s1 in place ofs. This
procedure iterates a maximum number of times. On each
iteration the analytical solution for location is accepted if the
difference between the analytical solution fors and the most
recent guess fors is less thane. We then have a valid con-
figuration. The configuration is discarded if the maximum
allowed number of iterations is exceeded, and one starts with
fresh draws for the five categories of variables until one has
sufficient numbers of valid configurations to yield accurate
estimates of the distribution of the animal’s location. Be-
cause effects from advection are incorporated into the effec-
tive speed, the geometrical interpretation for the analytical
solution for location is based on class one isodiachrons as
before. We see that realistic variations of advection and

sound speed are accounted for in the probability distribution
of the animal’s location.

B. Example in air

Consider a two-dimensional geometry where five receiv-
ers are located at Cartesian coordinates~0,0!, ~25,0!, ~50,3!,
~30,40!, and~5,30! m ~Fig. 4!. An animal is located at~22,2!
m. The speed of sound is assumed to be a typical 330 m/s,
and a wind is blowing in the positivey direction at 10 m/s.
With R receivers there are

Nt5R~R21!/2, ~31!

possible lags (t i j ,i 51,...,R21; j 5 i 11,...,R) so for R55,
we getNt510. All ten lags are computed without error and,
for each, the isodiachron and hyperbola are drawn. The hy-
perbolas are drawn for an effective speed of 330 m/s. Some
of the hyperbolas look like the isodiachrons and others do
not ~Fig. 5!. Isodiachrons all intersect the animal location
exactly, but the hyperbolas do not, as it is impossible for
them to accommodate variations in effective speed from path
to path with the hyperbolic assumption. No attempt has been
made to find a single effective speed that minimizes the re-
siduals from a central intersection point, but this is not im-
portant to do in this context because the hyperbolas would
not intersect at a point anyway, and some of their shapes are
quite different than the isodiachrons~Fig. 5!.

The location of the animal in Fig. 4 coincides with the
point of intersection of the isodiachrons because this ex-
ample uses error-less values for the variables that determine
location ~lags, receiver locations, and effective speeds!. The
presence of errors dictates that there are an infinite number of
possible animal locations consistent with measurements.
With truncated prior distributions of error for the pertinent
variables~lags, receiver locations, and effective speeds!, the
infinite number of possible locations can be confined to a
finite region. The nonlinear Monte Carlo algorithm18 draws
from the prior distributions of these variables to find animal
locations for which all ten isodiachrons intersect at one
point. These locations form clouds of feasible locations of
the animal. The feasible locations near the animal have sets
of 10 isodiachrons that look like those in Fig. 4.

C. Example in ocean

Consider a two-dimensional geometry where five receiv-
ers are located at Cartesian coordinates~0,0!, ~4000,0!,
~1500,3000!, (250,22000), and (2000,23000) m~Fig. 6!.
Suppose these receivers are located near a zonal front where
the speed of sound is 1500 m/s to the south and 1525 m/s to
the north of thex axis ~Fig. 6!. Suppose a whale calls at
(3960,220) m. Then the effective speed of sound is 1500
m/s for all receivers except the one at~1500,3000! m where
it is 1524.8 m/s because the signal crosses the front to the
north. Hyperbolic locations assume the effective speed is
1512.5 m/s. This is the average of the speeds on either side
of the front. Isodiachrons and hyperbolas are drawn without
data error.

Some of the hyperbolas look like isodiachrons, and oth-
ers do not~Fig. 6!. When isodiachronic location18 is used to
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locate the whale, theNt510 isodiachrons always intersect at
the same point. The hyperbolas can never intersect at the
same point, and their mismatches indicate the inability of
hyperbolic geometry to find a correct location when the ef-
fective speed differs from path to path. Even when one ac-
counts for errors in the effective speeds, the lags, and the
locations of the hydrophones, isodiachrons always intersect
at the same point and hyperbolas do not.18

D. Other examples

Isodiachrons could be used to locate animals when the
effective speeds are greatly different from path to path. For
example, a modeling study28 indicates that low-frequency
sounds from a fin whale could travel to hydrophones through
different paths. Some receivers close to the whale could pick
up only the first acoustic path through the sea, while other
distant receivers could pick up only the acoustic path that
propagates below the sea floor because the paths through the
water could be blocked by seamounts. The effective speed
through the water and solid Earth can differ by more than a
factor of 2.28

There are other possibilities. Sounds created by some
animals can reach receivers through both the air and the solid
Earth.29,30 Seals flap their flippers on the surface and the
sound propagates in air and water to distant receivers.31 All
these animals could be located with isodiachrons.

IV. CONCLUSION

When one seeks accurate locations for a calling animal
from measurements of the time differences of signals, con-
sideration must be paid to the differences in effective speed
along different paths if such differences exist. Differences in
effective speed are significant enough in air and water to
have led researchers to adopt models for location that allow
the effective speeds to differ from path to path.15–18Path-to-
path variations in effective speed are inconsistent with a geo-
metrical interpretation based on a hyperbola. Instead, one
can visualize a new geometrical shape, called an isodiachron,
to interpret location in this situation. The isodiachron is the

FIG. 4. Left column: The ten isodiach-
rons corresponding to the ten lags de-
rived from an animal at Cartesian co-
ordinate ~22,2! m ~circle! in air and
recorded at five receivers~X’s!. One of
the receivers at~25,0! m is close to the
animal so its X is not resolved but is
visible in Fig. 5. The bottom shows the
isodiachrons within a few meters of
the animal.Right column: Same ex-
cept these are the ten hyperbolas. The
speed of sound is 330 m/s and a spa-
tially homogeneous wind is blowing in
the positivey direction at 10 m/s. The
hyperbolas are derived by assuming
the effective speed of sound is 330
m/s. Note the hyperbolas do not inter-
sect at the same point nor do they in-
tersect the animal~bottom right!.
Some of the isodiachrons are similar
to the hyperbolas, and some are quite
different ~Fig. 5!.

FIG. 5. Same as Fig. 4 except only the isodiachron~solid! and hyperbola
~dashed! corresponding to one particular lag are shown.
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locus of points corresponding to a constant difference in
travel time along straight paths between the animal and two
receivers. Isodiachrons differ significantly in shape from hy-
perboloids for many problems of practical interest~Figs.
4–6!.

It seems interesting to speculate why ancient Greek
mathematicians did not think about isodiachrons. The hyper-
bola was discovered by them~pp. 280, 281, Vol II, Ref. 12!.
Why did they conceive of hyperbolas? Perhaps the answer to
this question is not currently known due to the loss of ancient
documents. But something is known about the motivation for
geometry and in the use of a hyperbola during these times.
The word ‘‘geometry’’ comes from the Greek words geo for
Earth and metron which means to measure. The emphasis on
measuring the Earth was a principal motivation for the
Greek’s development of this branch of mathematics.12

The earliest known written reference to a hyperbola
mentions Menaechmus who used it to solve the problem of
how long to make the side of a cube so as to double its
volume, a problem that today is solved by knowing how to
compute a cube root of a number~pp. 280, 281, Vol. II, Ref.
12!. There are two ancient documents describing the origin
of this problem. The first explains that God asked the Delians
via an oracle to double the size of an altar to rid themselves
of a plague~p. 257, Vol. I, Ref. 12!. The workman did not
know how to double a volume, and asked Plato for help, who
himself did not know the method of solution. The second
document explains that an ancient tragic poet portrayed Mi-
nos preparing a tomb for Glaucus in the shape of a cube
whose sides were a hundred feet in length. There was a de-
sire to double the volume as to be more suitable for royal
burial ~pp. 257–259, Vol. I, Ref. 12!. Thus the hyperbola’s
first known reference occurs in the context of solving a prac-
tical problem.

The idea of measuring location from the propagation
time of signals is conveniently done using electronic equip-
ment developed in the modern age. It is plausible that ancient
Greeks would not consider the isodiachron because it would
perhaps have been too distant from the problems of their day,
though they may have had the mathematical tools needed to
derive the geometrical shape.

Besides allowing a general physical interpretation for
location in spatially inhomogeneous media of effective
speed, isodiachrons are the geometrical shapes that are inter-
sected for an analytical solution for location18 ~Figs. 4, 6!.
Isodiachrons revert to hyperboloids when the effective speed
is spatially homogeneous.
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Because many cetacean species produce characteristic calls that propagate well under water,
acoustic techniques can be used to detect and identify them. The ability to identify cetaceans to
species using acoustic methods varies and may be affected by recording and analysis bandwidth. To
examine the effect of bandwidth on species identification, whistles were recorded from four
delphinid species~Delphinus delphis, Stenella attenuata, S. coeruleoalba, andS. longirostris! in the
eastern tropical Pacific ocean. Four spectrograms, each with a different upper frequency limit~20,
24, 30, and 40 kHz!, were created for each whistle (n5484). Eight variables~beginning, ending,
minimum, and maximum frequency; duration; number of inflection points; number of steps; and
presence/absence of harmonics! were measured from the fundamental frequency of each whistle.
The whistle repertoires of all four species contained fundamental frequencies extending above 20
kHz. Overall correct classification using discriminant function analysis ranged from 30% for the
20-kHz upper frequency limit data to 37% for the 40-kHz upper frequency limit data. For the four
species included in this study, an upper bandwidth limit of at least 24 kHz is required for an accurate
representation of fundamental whistle contours. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1804635#

PACS numbers: 43.80.Ka@WWA# Pages: 3178–3185

I. INTRODUCTION

Shipboard cetacean abundance surveys have tradition-
ally relied on visual line transect methods~Holt, 1987; Wade
and Gerrodette, 1993; Barlow, 1995; Jaramillo-Legorreta
et al., 1999; Carrettaet al., 2000; Jefferson, 2000; Buckland
et al., 2001; Hammondet al., 2002!. Visual detection and
identification of cetaceans can be challenging as these ani-
mals spend most of their lives completely under water. Many
cetacean species produce characteristic calls that propagate
well under water~Richardsonet al., 1995!, and therefore
acoustic techniques can be used to detect and identify them.
Because of this, towed hydrophone arrays are becoming in-
creasingly common elements of cetacean abundance surveys
~Thomaset al., 1986; Leaperet al., 1992; Clark and Fristrup,
1997; Goold 1998; Norriset al., 1999; Gordonet al., 2000;
Oswaldet al., 2003!.

The ability to identify cetaceans to species using acous-
tic methods varies. Many large whales, including blue
whales @Balaenoptera musculus~Thompson et al., 1996;
Stafford et al., 1999!#, fin whales @Balaenoptera physalus
~Thompsonet al., 1992!#, and sperm whales@Physeter mac-
rocephalus ~Weilgart and Whitehead, 1993; Goold and
Jones, 1995!#, produce stereotyped calls that are easily rec-
ognized. The calls produced by many dolphin species are
more variable, making acoustic identification of these spe-
cies difficult ~Oswaldet al., 2003!.

Time and frequency characteristics measured from spec-
trograms have been used to classify delphinid whistles to

species in several studies~Steiner, 1981; Wanget al., 1995;
Matthewset al., 1999; Rendellet al., 1999; Oswaldet al.,
2003!. These studies have had varying degrees of success,
ranging from 28% correct classification of ten species~Mat-
thewset al., 1999! to 70% correct classification of five spe-
cies ~Steiner, 1981!. These correct classification scores are
significantly higher than expected by chance, but are lower
than the usual standards applied to visual identification dur-
ing shipboard surveys~i.e., near certainty!.

The bandwidth with which sounds are recorded and ana-
lyzed may have an effect on the ability to classify them to
species. Analysis bandwidths vary among studies and are not
always reported. Steiner~1981! reported an analysis band-
width of 0–32 kHz, Wanget al. ~1995! an analysis band-
width of 0–25 kHz, and Oswaldet al. ~2003! an analysis
bandwidth of 20 Hz to 20 kHz. These bandwidths may not be
sufficient to provide complete, accurate representations of
vocal repertoires because ultrasonic frequencies~above 20
kHz! are produced by many odontocete species. Whistles
with fundamental frequencies extending into the ultrasonic
range have been reported for several delphinid species, in-
cluding spinner dolphins~Stenella longirostris! and Atlantic
spotted dolphins@S. frontalis~Lammerset al., 1997, 2003!#,
and white-beaked dolphins@Lagenorhynchus albirostris
~Rasmussen and Miller, 2002!#. Thus, classification errors
may be due to inaccurate whistle measurements resulting
from bandwidth limitations.

The objectives of this study are twofold:~1! to evaluate
the extent to which four delphinid species recorded in the
eastern tropical Pacific ocean produce whistles with funda-a!Electronic mail: joswald@ucsd.edu
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mental frequencies extending into the ultrasonic range, and
~2! to examine the effect of increasing bandwidth on acoustic
species identification.

II. METHODOLOGY

Recordings were made during the ‘‘StenellaAbundance
Research’’ ~STAR2000! survey conducted in the eastern
tropical Pacific ocean from 28 July to 9 December 2000. The
study area extended from the United States/Mexico border
southward to the territorial waters of Peru, and from the con-
tinental shores of the Americas to the longitude of Hawaii
~Fig. 1!. Visual line-transect methods were used to survey all
cetaceans encountered in the study area~Kinzey et al.,
2001!.

A hydrophone array was towed at a depth of 4-6 m
approximately 200 m behind the NOAA shipMcArthur
while traveling at a survey speed of 10 kt. The depth of the
array was periodically monitored using aSuunto Solution
Nitrox dive computer. Two calibrated arrays were used dur-
ing the survey:~1! a five-element array~flat frequency re-
sponse64 dB from 2 to 45 kHz at2132 dBre 1v/mPa after
internal amplification!, and ~2! a three-element array~flat
frequency response63 dB from 2 to 120 kHz at2164 dBre
1v/mPa after internal amplification!. The three-element array
was used during 2 of the 29 recording sessions that were
included in the analysis. A total of 17 whistles from these
two encounters were included in the analysis~versus 467
whistles from 27 recording sessions using the five-element

array!. Any differences in sensitivity between the two arrays
are therefore not likely to have had a significant effect on the
results. Also, the selection of whistles was based on a signal-
to-noise ratio, which did not differ between the two arrays.
An acoustic technician monitored signals from two hydro-
phones in the array using a stereo headset and custom-
written software that displayed real-time scrolling spectro-
grams. Recordings were made using custom software that
recorded signals directly to computer hard drive via an
analog-to-digital conversion card~Data Translation DT-
3809!. Recordings were made using sampling rates between
100 and 200 kilo-samples/second. Anti-aliasing filters were
applied prior to recording.

Based on sample sizes of acoustic recordings made dur-
ing the survey, whistles of four delphinid species were cho-
sen for analysis: short-beaked common dolphins,Delphinus
delphis; pantropical spotted dolphins,Stenella attenuata;
striped dolphins,S. coeruleoalba; and spinner dolphins. Only
recordings of groups that had been visually identified to spe-
cies and observed to contain only one species were included
in the analysis. Because it is possible that some recordings
identified as ‘‘single species’’ may contain faint vocalizations
produced by other species in the area, only ‘‘loud and clear’’
whistles were analyzed. Whistles were considered to be
‘‘loud and clear’’ if they were at least 9 dB louder than back-
ground noise.

Richardsonet al. ~1995! suggest that the maximum de-
tection range for many delphinid species is on the order of 1
km. To be conservative, we assumed that whistles detected
within 3 km of the array would be of sufficient quality for
analysis. To avoid including whistles produced by dolphins
other than those being observed and recorded, recordings
made within 3 km of any other delphinid groups were ex-
cluded from the analysis. Distance was calculated between
the location of the ship at the beginning of the recording
session in question and the location of the initial sighting of
the next group of dolphins encountered~based on angle and
reticle measurements read from binoculars!. Distance was
also calculated between the location of the ship at the begin-
ning of the recording session in question and the location of
the previous group of dolphins encountered when they were
last seen. Any recording session that occurred within 3 km of
either the next or previous sighting was excluded from the
analysis.

Fifty percent of the loud and clear whistles recorded
during each acoustic encounter were randomly selected for
analysis, up to a maximum of 30 whistles per encounter. It

FIG. 1. Eastern tropical Pacific ocean study area for ‘‘StenellaAbundance
Research’’~STAR2000! survey.

TABLE I. Number of recording sessions and number of whistles included in the analysis (n) for each species.
Percentages of whistles containing at least one off-scale variable when measured with an upper bandwidth limit
of 20, 24, 30, and 40 kHz are given in the last four columns.

Species

No. of
recording
sessions n

20
kHz

24
kHz

30
kHz

40
kHz

Short-beaked common
dolphin

11 163 28% 8% 1% 0%

Spotted dolphin 5 100 43% 9% 3% 0%
Striped dolphin 9 104 11% 0% 0% 0%
Spinner dolphin 4 117 27% 4% 0% 0%
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was assumed that this degree of subsampling would allow a
sufficient sample size to be obtained while minimizing the
risk of over-sampling groups or individuals~which can lead
to non-independence of data!. Overlapping whistles were
only included in the data set if each individual whistle con-
tour could be discerned without question.

Four spectrograms~512-point FFT!, each with a differ-
ent upper frequency limit~20, 24, 30, and 40 kHz!, were
created for each whistle using commercially available sound
analysis software, ‘‘SpectraPlus.’’ Eight variables were mea-
sured from the fundamental frequency of each whistle:~1!
beginning frequency~Hz!, ~2! ending frequency~Hz!, ~3!
minimum frequency~Hz!, ~4! maximum frequency~Hz!, ~5!
duration~ms!, ~6! number of inflection points~defined as a
change from positive to negative or negative to positive
slope!, ~7! number of steps~defined as a sudden jump in
frequency over a short time period!, and ~8! presence/
absence of harmonics~a binary variable!.

Following Oswaldet al. ~2003!, multivariate discrimi-
nant function analysis~DFA! was used to classify whistles to
species based on spectrographic measurements. Prior to run-
ning DFA, continuous variables~frequency variables, dura-
tion, and number of steps and inflection points! were tested
for normality and were square-root or log transformed as
necessary. The binary variable~presence/absence of harmon-
ics! was coded as dummy variables. Discriminant function
analysis classifies whistles to prespecified groups based on
orthogonal linear functions derived from the measured vari-
ables. Some whistles were missing measurements for one or
more variables because a portion of the whistle extended
beyond the upper bandwidth limit. These whistles were ex-
cluded from the DFA, resulting in different sample sizes for
the different upper bandwidth limit data sets.

A modified jackknife, or cross-validation, method was
used to calculate correct classification scores for DFAs. Each
recording session was omitted from the total sample and new

TABLE II. Descriptive statistics~means, with standard deviations in parentheses underneath! for measured
whistle variables. Maximum frequency and ending frequency increased significantly with increasing upper
bandwidth limit for all species except striped dolphins~one-way ANOVA,a50.05). SignificantP-values are
underlined.

Species

Upper
bandwidth
limit ~kHz!

Beginning
frequency

~kHz!

Ending
frequency

~kHz!

Minimum
frequency

~kHz!

Maximum
frequency

~kHz!
Duration

~s!

No. of
inflection

points
No. of
steps

Short-beaked common
dolphin

20 11.8
~3.8!

12.4
~4.8!

8.7
~2.3!

15.4
~2.7!

0.68
~0.43!

1.7
~1.5!

1.2
~1.6!

24 12.3
~4.3!

13.8
~4.8!

8.7
~2.3!

16.7
~3.5!

0.70
~0.42!

1.8
~1.5!

1.2
~1.7!

30 12.6
~4.7!

14.1
~5.4!

8.6
~2.3!

17.5
~4.4!

0.75
~0.44!

1.8
~1.5!

1.2
~1.8!

40 12.9
~5.2!

14.1
~5.4!

8.6
~2.3!

17.7
~4.6!

0.75
~0.44!

1.8
~1.5!

1.2
~1.7!

P 0.31 0.003 0.99 ,0.001 0.55 0.84 0.93

Spotted dolphin 20 10.3
~4.4!

13.9
~4.9!

9.0
~3.9!

16.0
~3.6!

0.56
~0.42!

1.1
~1.9!

2.3
~2.6!

24 10.4
~4.5!

15.6
~5.1!

9.0
~3.9!

18.4
~4.1!

0.60
~0.40!

1.2
~1.8!

2.7
~3.3!

30 10.4
~4.5!

16.1
~5.6!

9.0
~3.9!

18.9
~4.4!

0.62
~0.40!

1.2
~1.8!

2.8
~3.4!

40 10.4
~4.5!

16.8
~6.4!

9.0
~3.9!

19.4
~5.2!

0.63
~0.40!

1.2
~1.8!

2.8
~3.4!

P 0.99 0.01 1.0 ,0.001 0.59 0.86 0.77

Striped dolphin 20 10.4
~3.4!

12.5
~3.9!

8.6
~2.1!

15.1
~2.5!

0.61
~0.36!

1.6
~1.8!

1.6
~2.0!

24 10.6
~3.8!

12.8
~3.5!

8.5
~2.1!

15.9
~3.3!

0.64
~0.37!

1.7
~1.8!

1.7
~2.1!

30 10.6
~3.8!

12.8
~3.5!

8.5
~2.1!

15.9
~3.3!

0.64
~0.37!

1.7
~1.8!

1.7
~2.1!

40 10.6
~3.8!

12.8
~3.5!

8.5
~2.1!

15.9
~3.3!

0.64
~0.37!

1.7
~1.8!

1.7
~2.1!

P 0.97 0.70 0.99 0.17 0.92 0.96 0.94

Spinner dolphin 20 12.8
~3.9!

13.0
~4.9!

10.8
~3.1!

15.8
~3.1!

0.55
~0.46!

1.8
~3.8!

0.87
~1.5!

24 13.5
~4.5!

14.6
~4.7!

11.1
~3.7!

17.4
~4.0!

0.66
~0.49!

2.0
~3.8!

0.98
~1.7!

30 13.7
~4.7!

15.0
~5.1!

11.1
~3.7!

17.8
~4.4!

0.67
~0.49!

2.0
~3.8!

0.98
~1.7!

40 13.7
~4.7!

15.0
~5.1!

11.1
~3.7!

17.8
~4.4!

0.67
~0.49!

2.0
~3.8!

0.98
~1.7!

P 0.52 0.003 0.87 0.001 0.26 0.73 0.99
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discriminant functions were calculated for classification of
the omitted whistles. The discriminant functions calculated
using this method were therefore created from data indepen-
dent of the whistles being classified. This helped ensure that
whistles were classified based on species-specific character-
istics rather than group- or individual-specific characteristics.
To evaluate correct classification scores, it is necessary to
compare them to what would be expected by chance alone.
Chi-square was used to test whether correct classification
was significantly greater than expected by chance alone. Sta-
tistical significance was evaluated ata50.05 without correc-
tions for multiple testing.

III. RESULTS

A total of 484 whistles from 29 different recording ses-
sions were included in the analysis~Table I!. Some whistle
variables could not be determined if a portion of the funda-
mental frequency of the whistle extended beyond the upper
limit of the analysis bandwidth. These variables were labeled
as ‘‘off-scale’’ variables. The percent of whistles with off-
scale variables ranged from 11% for striped dolphins to 43%
for spotted dolphins when the upper bandwidth limit was 20
kHz ~Table I!. When the upper bandwidth limit was in-
creased to 24 kHz, the percent of whistles with at least one
off-scale variable decreased for every species, ranging from
0% for striped dolphins to 9% for spotted dolphins. An ad-
ditional 6 kHz increase in upper bandwidth limit reduced the

percent of whistles with off-scale variables even further. No
whistles had off-scale variables when the upper bandwidth
limit was 40 kHz.

Descriptive statistics~means and standard deviations!
for all bandwidth limit data are given in Table II. Only maxi-
mum and ending frequency showed significant differences
with increasing upper bandwidth limit~one-way ANOVA,
a50.05). Maximum and ending frequency increased signifi-
cantly with increasing upper bandwidth limit in all species
except striped dolphins.

Results of the DFAs are given in Tables III–VI. For all
bandwidths, both overall percent correct classification
~30%–37%! and percent correct classification of spinner dol-
phin whistles~37%–42%! were significantly greater than the
25% expected by chance alone (x2 tests; overall,P,0.05;
spinner dolphins,P,0.003). When the upper bandwidth
limit was 20 kHz, percent correct classification was not sig-
nificantly different than chance for spotted dolphins~23%,
x2 test,P50.76) and was significantly less than chance for
striped dolphins~16%, x2 test, P50.05). For both species,
percent correct classification increased to significantly
greater than chance when the upper bandwidth limit was in-
creased to 24 kHz (x2 tests; spotted dolphins, 40%,P
50.002; striped dolphins, 36%,P50.01), and remained sig-
nificantly greater than chance at all subsequent bandwidths.
In contrast, the percent of short-beaked common dolphin
whistles that were correctly classified was significantly
greater than chance~37%,x2 test,P50.003) when the upper

TABLE III. Classification results of discriminant function analysis for the 20-kHz upper bandwidth limit data.
Percentages of whistles correctly classified for each species are in bold. Correct classification scores that are
significantly different (x2 test,a50.05) than expected by chance alone are underlined andP-values are given
in the sixth column. The number of whistles included in the analysis for each species (n) is given in the last
column. Overall, 30% of whistles were classified to the correct species. This is significantly greater (P
50.02) than the 25% that would be expected by chance alone.

Actual species

Predicted species

Short-beaked
common
dolphin

Spotted
dolphin

Striped
dolphin

Spinner
dolphin P n

Short-beaked common dolphin 37% 16% 20% 27% 0.003 118
Spotted dolphin 21% 23% 32% 24% 0.76 56
Striped dolphin 24% 32% 16% 28% 0.05 93
Spinner dolphin 19% 18% 21% 42% ,0.001 85

TABLE IV. Classification results of discriminant function analysis for the 24-kHz upper bandwidth limit data.
Percentages of whistles correctly classified for each species are in bold. Correct classification scores that are
significantly different (x2 test,a50.05) than expected by chance alone are underlined andP-values are given
in the sixth column. The number of whistles included in the analysis for each species (n) is given in the last
column. Overall, 37% of whistles were classified to the correct species. This is significantly greater (P
,0.001) than the 25% that would be expected by chance alone.

Actual species

Predicted species

Short-beaked
common
dolphin

Spotted
dolphin

Striped
dolphin

Spinner
dolphin P n

Short-beaked common dolphin 32% 19% 30% 19% 0.06 150
Spotted dolphin 15% 40% 25% 20% 0.002 91
Striped dolphin 22% 23% 36% 19% 0.01 104
Spinner dolphin 19% 15% 24% 42% ,0.001 112
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bandwidth limit was 20 kHz and decreased to not signifi-
cantly different than chance when the upper bandwidth limit
was increased to 24 kHz~32%, x2 test, P50.06), 30 kHz
~29%, x2 test, P50.27), and 40 kHz~30%, x2 test, P
50.21).

IV. DISCUSSION

The production of clicks containing ultrasonic compo-
nents is common in several dolphin species~Au, 1980; Ka-
mminga and Wiersma, 1981; Wiersma, 1982; Dawson, 1991;
Au, 1993; Lammerset al., 2003!, and delphinid whistles of-
ten have harmonic components that extend well above 20
kHz ~Lammerset al., 2003!. In contrast, the production of
whistles with fundamental frequencies extending into the ul-
trasonic range has been documented for few species~Lam-
mers et al., 1997; Au et al., 1999; Rasmussen and Miller,
2002; Lammerset al., 2003!. The whistle repertoires of all
four species examined in this study contained whistles with
fundamental frequencies extending into the ultrasonic range.
While all species produced high-frequency whistles, some
used high frequencies more often than others. For example,
43% of spotted dolphin whistles had fundamental frequen-
cies that extended beyond 20 kHz, compared to only 11% of
striped dolphin whistles~Table I!.

The presence of whistles with fundamental frequencies
extending beyond the upper limit of the analysis bandwidth
can lead to inaccurate representations of whistle contours and
have an adverse effect on the ability to classify whistles to
species. For example, the spotted dolphin whistle shown in
Fig. 2 has an ending frequency of 39 kHz. When this whistle
was analyzed using an upper bandwidth limit of less than 40
kHz, it was impossible to determine not only ending fre-
quency, but also maximum frequency and whistle duration.
This whistle also has harmonics that were completely missed
when the upper bandwidth limit was less than 30 kHz.

In addition to this loss of information, the presence of
off-scale variables can lead to misrepresentations of whistles.
The fundamental contour of the striped dolphin whistle
shown in Fig. 3 appears to be entirely below 20 kHz when
the upper bandwidth limit is 20 kHz@Fig. 3~a!#. When the
upper bandwidth limit is increased to 24 kHz it becomes
apparent that this contour does contain energy above 20 kHz
@Fig. 3~b!#. For this whistle, duration, beginning frequency,

and maximum frequency were all underestimated when the
upper bandwidth limit was 20 kHz. This whistle also has a
harmonic component that was missed when the upper band-
width limit was 20 kHz.

Overall, for the species in this study, loss of information
and misrepresentation had the greatest effect on measure-
ments of maximum and ending frequency. Both variables
increased significantly with increasing upper bandwidth limit
for every species except striped dolphins~Table II!.

Increased accuracy of whistle measurements resulting
from increasing bandwidth led to greater overall success in
acoustic species identification. Overall correct classification
increased from 30% to 37% when the upper bandwidth limit
was increased from 20 to 24 kHz, and varied only slightly
when bandwidth was increased further~Tables III–VI!. More
substantial increases were evident in some individual species
percent correct classification scores. Percent correct classifi-
cation of spotted and striped dolphin whistles increased from
not significantly different than chance~spotted dolphins! or
significantly less than chance~striped dolphins! to signifi-
cantly greater than chance when the upper bandwidth limit
was increased from 20 to 24 kHz. Classification success for
both species increased further with subsequent increases in
bandwidth, but the most sizeable increases occurred between
20 and 24 kHz.

In contrast, percent correct classification of short-beaked
common and spinner dolphin whistles decreased as band-
width increased. Even with these decreases, classification
success for spinner dolphin whistles remained significantly
greater than chance at all bandwidths. Percent correct classi-
fication of short-beaked common dolphin whistles decreased
from significantly greater than chance at 20 kHz upper band-
width limit to not significantly different than chance at all
other upper bandwidth limits. This was an unexpected result
as both species had a relatively high percentage of off-scale
whistles when the upper bandwidth limit was 20 kHz and
relatively low percentages of off-scale whistles at higher up-
per bandwidth limits. Also, average maximum frequency and
average ending frequency increased significantly with in-
creasing bandwidth for both species.

Fewer off-scale whistles and more accurate whistle mea-
surements should lead to more complete representations of
whistles at higher upper bandwidth limits. It was expected

TABLE V. Classification results of discriminant function analysis for the 30-kHz upper bandwidth limit data.
Percentages of whistles correctly classified for each species are in bold. Correct classification scores that are
significantly different (x2 test,a50.05) than expected by chance alone are underlined andP-values are given
in the sixth column. The number of whistles included in the analysis for each species (n) is given in the last
column. Overall, 36% of whistles were classified to the correct species. This is significantly greater (P
,0.001) than the 25% that would be expected by chance alone.

Actual species

Predicted species

Short-beaked
common
dolphin

Spotted
dolphin

Striped
dolphin

Spinner
dolphin P n

Short-beaked common dolphin 29% 20% 31% 20% 0.27 161
Spotted dolphin 13% 42% 25% 20% ,0.001 96
Striped dolphin 19% 21% 40% 20% ,0.001 104
Spinner dolphin 21% 15% 27% 37% 0.003 117
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that this would lead to greater classification success, but as
illustrated in the cases of short-beaked common and spinner
dolphins, this was not always true. In addition, striped dol-
phins had the lowest percentage of off-scale whistles when
the upper bandwidth limit was 20 kHz and their whistle vari-
ables did not change significantly with increasing bandwidth,
yet striped dolphin correct classification scores increased
markedly with increasing bandwidth. Thus, classification
success was not directly related to the percentage of off-scale
whistles or changes in mean whistle variables with increas-
ing bandwidth.

To further explore trends in classification success, pat-
terns of misclassification were examined. When the upper
bandwidth limit was increased from 20 to 24 kHz, the per-
cent of short-beaked common dolphin whistles that were cor-
rectly classified decreased. At the same time, the percent of
short-beaked common dolphin whistles that were misclassi-
fied as striped dolphins increased~Tables III and IV!. It was
hypothesized that the additional whistles being misclassified
as striped dolphins by the 24-kHz upper bandwidth limit
DFA were those that had been excluded from the 20-kHz
upper bandwidth limit DFA~recall that whistles with off-
scale variables were excluded from the DFA!. This hypoth-
esis was rejected because, of the 33 short-beaked common

dolphin whistles that were missing from the 20-kHz upper
bandwidth limit data set, only one was misclassified as a
striped dolphin whistle when included in the 24-kHz upper
bandwidth limit DFA. Many (n515) of the missing short-
beaked common dolphin whistles were misclassified as spot-
ted dolphins and one third were correctly classified. This
suggests that the observed changes in patterns of classifica-
tion were not caused directly by the added whistles, but were
more likely caused indirectly by the influence of additional
whistles on the calculation of discriminant functions. Dis-
criminant functions are orthogonal linear functions derived
from the measured variables and will be affected by the re-
lationship of whistle variables to one another as well as the
values of the whistle variables themselves. Consequently,
when evaluating the benefits of increasing bandwidth, it is
not sufficient to examine the percent of off-scale whistle
variables or changes in whistle variables with changes in
bandwidth for individual species. It is also necessary to con-
sider the ways in which representations of whistles change in
relation to whistles of other species.

It is important to note that although percent correct clas-
sification of short-beaked common and spinner dolphin
whistles did decrease with increasing bandwidth, the de-
creases~5% for spinner dolphins and 8% for short-beaked
common dolphins! were minor compared to the 21%~spot-
ted dolphin! and 26%~striped dolphin! increases in correct
classification that were observed.

Even with sufficient bandwidth, classification success
was lower than desirable for use as a field identification tool.
Classification was based on eight variables that could be
measured relatively easily and reliably in the field. These
variables, however, do not provide complete representations
of whistles and may miss whistle characteristics that carry
species-specific information. Fristrup and Watkins~1993!
measured variables such as amplitude, median frequency,
and mode frequency~frequency corresponding to the largest
energy value in the spectrum! from the vocalizations of 53
marine mammal species~including mysticetes, odontocetes,
and pinnipeds!. They devised a number of statistical mea-
sures to quantify the relationships among time, amplitude,
and frequency. When tree-based classification models were
applied to these variables, 66% of the vocalizations were
classified to the correct species. Another approach to whistle

FIG. 2. Spotted dolphin whistle~512 point FFT!. Maximum frequency,
ending frequency, and duration were impossible to measure when the
whistle was analyzed using an upper bandwidth limit less than 40 kHz.
Harmonics were completely missed when the upper bandwidth limit was
less than 30 kHz.

TABLE VI. Classification results of discriminant function analysis for the 40-kHz upper bandwidth limit data.
Percentages of whistles correctly classified for each species are in bold. Correct classification scores that are
significantly different (x2 test,a50.05) than expected by chance alone are underlined andP-values are given
in the sixth column. The number of whistles included in the analysis for each species (n) is given in the last
column. Overall, 37% of whistles were classified to the correct species. This is significantly greater (P
,0.001) than the 25% that would be expected by chance alone.

Actual species

Predicted species

Short-beaked
common
dolphin

Spotted
dolphin

Striped
dolphin

Spinner
dolphin P n

Short-beaked common dolphin 30% 20% 31% 19% 0.21 163
Spotted dolphin 13% 44% 23% 20% ,0.001 100
Striped dolphin 19% 19% 42% 20% ,0.001 104
Spinner dolphin 20% 16% 26% 38% 0.001 117
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classification was taken by Buck and Tyack~1993! and Mc-
Cowan ~1995!. In these studies, overall whistle contours
were compared rather than specific acoustic parameters. Dif-
ferent variables and approaches such as these could increase
the accuracy of delphinid species identification.

Another cause of the lower than desirable correct clas-
sification scores could be that classification decisions were
based on one whistle at time. This may be analogous to
asking a visual observer to determine species from a single
random surfacing of a single individual. Determining species
based on several whistles may prove more reliable than clas-
sifying one whistle at a time.

The results of this study suggest that for the four species
included, an upper bandwidth limit of at least 24 kHz is
required for an accurate representation of the fundamental
frequencies of their whistles and for optimizing the ability of
computerized statistical techniques such as DFA to classify
these whistles to species. The percentage of off-scale
whistles, mean maximum and ending frequencies, and over-
all percent correct classification scores showed marked dif-
ferences when the upper bandwidth limit was increased from
20 to 24 kHz. Increasing the upper bandwidth limit beyond
24 kHz did result in fewer off-scale whistles as well as
changes in whistle variables and percent correct classifica-
tion scores; however, these changes were minor compared to
the changes occurring between 20 and 24 kHz.

Many acoustic research projects involve the use of DAT

recorders, which typically have the capability to sample at
either 44 100 or 48 000 kilo-samples/second. The results of
this study suggest that the use of DAT recorders is sufficient
for examinations of the fundamental frequencies of most dol-
phin whistles, however care should be taken to sample at
48 000 kilo-samples/second. If alternate equipment is avail-
able, advantages can be gained by recording and analyzing
dolphin whistles at higher sampling rates.
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Measurement of an individual silver perch Bairdiella chrysoura
sound pressure level in a field recording
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Simultaneous audio and video were recorded of a silver perchBairdiella chrysouraproducing its
characteristic drumming sound in the field. The background noise contribution to the total sound
pressure level is estimated using sounds that occurred between the pulses of the silver perch sound.
This background contribution is subtracted from the total sound to give an estimate of the sound
pressure level of the individual fish. A silver perch source level in the range 128–135 dB (re: 1
mPa! is obtained using an estimate of the distance between the fish and the hydrophone. The
maximum distance at which an individual silver perch could be detected depends on the background
sound level as well as the propagation losses. Under the conditions recorded in this study, the
maximum detection distance would be 1–7 m from the hydrophone. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1802651#

PACS numbers: 43.80.Ka@WWA# Pages: 3186–3191

I. INTRODUCTION

A. Fish sound production

Many fishes produce species-specific sounds~Fineet al.
1977; Fish and Mowbray 1970; Mannet al. 1997; Myrberg
1981; Myrberget al. 1965! associated with aggression, ag-
gregation, fright, and reproductive behaviors~Winn 1964!.
The males of Family Sciaenidae~drums and croakers! pro-
duce species-specific courtship ‘‘drumming’’ sounds at
spawning sites~Connaughton and Taylor 1995, 1996; Fish
and Mowbray, 1970; Luczkovichet al., 1999b; Mok and
Gilmore 1983!. These spawning-related sounds have been
used by scientists and fisheries managers to delineate areas
where spawning occurs~Luczkovich et al. 2000, 1999a, b!.
Luczkovich et al. ~1999a, b! demonstrated that the sound
pressure levels of silver perchBairdiella chrysoura and
weakfishCynoscion regalisdrumming each correlate with
densities of fertilized conspecific eggs in the water column.
Although information about egg production is important, sci-
entists and fisheries managers would like a technique for
estimating fish populations, especially spawning populations.
Individual source levels are required in order to use passive
acoustics for fish population estimates.

B. Measurement of fish sound pressure levels

Fish sounds have been measured both in nature~Luczk-
ovich et al. 1999b! and in captivity ~Guest and Lasswell
1978; Spragueet al. 2000!, but the source level of an indi-
vidual in the natural environment has never been precisely
determined. In captivity, reflections from tank walls compli-

cate the relationship between measured individual source
levels and those produced in nature~Akamatsuet al. 2002!.
Connaughtonet al. ~1997, 2000! avoided the complications
of tank reflections by measuring disturbance sounds pro-
duced by captive weakfish in air and found that the sound
levels increased significantly with fish size, temperature, and
sonic muscle condition. Most sciaenid fishes live in turbid
waters and spawn at night. In this low-visibility environ-
ment, it is often difficult to determine important parameters
such as the distance to and identity of a sound-producing
fish. Luczkovich et al. ~1999b! report that the maximum
sound pressure level they recorded for an ‘‘individual’’ silver
perch sound was 136 dB and assumed that the individual
producing the sound was very near their hydrophone, al-
though there was no confirmation of this assumption. The
maximum sound pressure level measured during that study
was 147 dB, but this was for a chorus of weakfish and silver
perch together with background noise. Individual fish could
not be distinguished in that recording~Luczkovich et al.
1999b!.

In North Carolina~USA! waters, where sciaenids are
acoustically dominant, fish sound production begins just be-
fore sunset and lasts into the night~Spragueet al. 2000!.
Sounds produced by large aggregations of drumming sci-
aenids blend together obscuring individual calls. Even when
an individual fish sound is identifiable, it must be separated
from the background noise in order to determine its sound
pressure level.

C. Sound and video recording

On May 5, 2001 we obtained audio and video of a silver
perch producing its drumming sounds at Wallace Channel in
Ocracoke Inlet, North Carolina. In this paper we analyze the

a!Electronic mail: spraguem@mail.ecu.edu; http://personal.ecu.edu/
spraguem

b!Electronic mail: luczkovichj@mail.ecu.edu; http://drjoe.biology.ecu.edu
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audio and video to estimate the background sound pressure
level and estimate the sound pressure level of the individual
fish.

II. THEORY

A. Combining sounds from incoherent sources

Sound pressures measured by a sound meter are given
by

prms~ t !5F 1

tc
E

2`

t

p2~ t8!e~ t82t !/tcdtG1/2

, ~1!

whereprms(t) is the rms pressure read on the meter at timet,
p(t8) the instantaneous pressure at timet8, and tc the time
constant of the meter. Equation~1! can be approximated for
a sound discretely sampled at frequencyf 0 as

~pn!rms5F 1

f 0tc
(
k51

n

pk
2 expS k2n

f 0tc
D G1/2

, ~2!

where the (pn)rms represents the rms pressure at the time of
samplen andpk the acoustic pressure at the time of sample
k.

We assume that each fish in an aggregation produces
sound independently from the others~i.e., there is no fixed
phase relationship between each sound source!. Hence, each
sound source is approximately incoherent. The time average
pressure-squared is the sum of the pressures-squared for each
mutually incoherent source~Pierce 1989!. With an individual
fish can be heard over a background, the total average
pressure-squared is

pav
2 5~pf

2!av1~pbg
2 !av, ~3!

wherepf is the acoustic pressure of the individual fish and
pbg the acoustic pressure of the background sound. The sub-
script ‘‘av’’ in Eq. ~3! indicates a time average. The time
average pressure-squaredpav

2 is approximated by the square
of the rms pressure measured by a sound meter.

B. Sound pressure levels and source levels

The sound pressure level in decibels is a logarithmic
measure of sound pressure, given by

L520 log10

prms

p0
, ~4!

where p0 is the reference pressure~1 mPa for underwater
measurements and throughout this paper!. Sound pressure
levels in decibels must be converted to pressure units before
using them in Eq.~3!. Pierce~1989! introduced a background
correction factorCbg for computing sound pressure levels
when incoherent background noise is present. Using the no-
tation in Pierce~1989!, the sound pressure level of the indi-
vidual fishL f can be represented as

L f5L2Cbg~L2Lbg!, ~5!

whereL is the total sound pressure level, andLbg the sound
pressure level of the background sound. The functionCbg is
the background correction factor, which is

Cbg~DL !5210 log10~12102DL/10!, ~6!

whereDL5L2Lbg is the difference between the total and
background sound pressure levels. Equations~5! and~6! can
be used to obtain the fish sound pressure levelL f if the total
sound pressure levelL and the background sound pressure
level Lbg can be measured.

The source level is defined as the sound pressure level at
a distance of one meter from the sound source under free-
field conditions. Since sound spreads spherically at distances
smaller than the water depth~Urick 1983!, we can use the
spherical spreading model,

prms~r !5r 0

ps

r
, ~7!

to determine the source level. In Eq.~7!, prms(r ) is the rms
acoustic pressure at distancer, r 0 the reference distance~1
m!, andps the rms acoustic pressure at distancer 0 from the
source. Using Eqs.~4! and ~7!, the source level is

Ls520 log10

ps

p0
520 log10F rp rms~r !

r 0p0
G . ~8!

C. Maximum detection distance

The maximum detection distancer max for a sound de-
pends on the background sound level as well as the propa-
gation losses as the sound travels between the source and
receiver. A sound can be accurately detected above the inco-
herent background when its sound level is greater than or
equal to the background sound level~Pierce 1989!. The
propagation losses in shallow water depend on many param-
eters including water depth, bottom type, variations in sound
speed, and water currents with depth and horizontal position.
Precise measurements of propagation losses are particular to
the properties of a given location, but estimates of minimum
propagation loss can be made using geometrical spreading
laws. Sound spreads spherically at distances less than the
water depth@see Eq.~7!# and cylindrically at distances much
greater than the water depth~Urick 1983!. Solving Eqs.~4!
and ~7! for the distance at which the sound level is equal to
that of the background under spherical spreading conditions

r max,sph5r 010~Ls2Lbg!/20. ~9!

The cylindrical spreading model is

prms~r !5Ar 0

ps

Ar
. ~10!

Solving Eqs.~4! and~10! for the distance at which the sound
level is equal to that of the background under cylindrical
spreading conditions

r max,cyl5r 010~Ls2Lbg!/10. ~11!

The predicted value forr max is r max,sphfor distances less than
the water depth andr max,cyl for distances much greater than
the water depth. There is a transition region at distances
close to the water depth at which the propagation losses are
between those predicted by spherical spreading and those
predicted by cylindrical spreading~Urick 1983!. At these dis-
tancesr max is betweenr max,sphand r max,cyl.
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III. METHOD

We recorded simultaneous sound and video using a hy-
drophone~ITC, Model 4066! mounted on a Phantom S2 re-
mote operated vehicle~ROV! with on-board low-light video
cameras.~See Fig. 1.! The hydrophone signal was recorded
onto the left channel of an audio-cassette recorder~Sony
model CFS-1055! while commentary recorded using a mi-
crophone on the research vessel was recorded onto the right
channel. The video signal was recorded to a VHS recorder
which also inserted a time display on the recording. Electri-
cal problems on the research vessel prevented us from re-
cording the hydrophone signal directly onto the audio track
without 60-Hz interference or analyze all four hydrophone
signals simultaneously, but we were able to match the sound
recording from Hydrophone 4 with the video recording to
within ;0.5 s by announcing the time recorded on the video
track onto the commentary recording.

The ROV was deployed in Wallace Channel~lattitude:
35° 048 21.8149 N, longitude: 76° 028 59.3259 W! in 10–
11-m deep water at a location we had previously documented
as silver perch spawning site~Luczkovichet al. 1999a!. Due
to large tidal currents in the inlet, the ROV could not maneu-
ver effectively with its motors. We used a 20-kg down-
weight attached to the bridle to anchor the ROV to the sea-
floor for use as an audio and video platform.

We calibrated the sound recording system by comparing
it to a calibrated hydrophone system~Inner Ocean902!. We
placed the calibrated hydrophone less than 1 cm from the
measurement hydrophone, and played a sequence of tones
over the frequency range of interest~300–5000 Hz! record-
ing the signals from both hydrophone systems. There was
little variation between the two systems over the entire fre-
quency range. We used the calibration value from the peak
frequency range of the silver perch sound~700–1200 Hz! to
calibrate the measurement system.

We digitized the sound recording at a sampling fre-
quency of 24 kHz using an analog–to–digital board~Na-
tional Instruments NB-2150F! connected to a Macintosh
computer. A sonogram was computed from the digitized
sound file using a 1024-point Hanning-windowed fast Fou-

rier transform~FFT! with each window overlapping the pre-
vious window by 512 sample points.

We computed sound pressure levels for the entire sound
recording using Eq.~2! and used Eq.~5! to obtain the fish
sound pressure level during the peak of each pulse in the
silver perch sound. We estimated the background level using
the sound pressure level between the pulses of the silver
perch sound. Local maxima of background sound pressure
level were used to construct an interpolated maximum back-
ground sound pressure level. Similarly, local minima of the
background sound pressure level were used to construct an
interpolated minimum background sound pressure level. We
used the interpolated maximum and minimum background
sound pressure levels to determine minimum and maximum
values~respectively! for L f in Eq. ~5! for each silver perch
pulse.

IV. RESULTS

We began recording audio at 20:25 local time and re-
corded continuously until 22:36 local time. Although we
heard silver perch in the background during the two-hour
recording, we only heard an individual silver perch~i.e., an
individual fish sound distinguishable above the background
noise from fish aggregations! during one segment. We ob-
served a silver perch swim in front of the ROV toward Hy-
drophone 4 on the starboard side and, at the same time, re-
corded audio of the silver perch sound on Hydrophone 4.
The fish entered the video at time 6 s~22:18:07 local time!
and swam off the right of the screen at time 10 s~22:18:11
local time!. The silver perch sound pressure level reached a
maximum between times 15–18 s~22:18:16–22:18:19 local
time! when the fish swam by Hydrophone 4. A sonogram
~Fig. 2! shows that the silver perch pulses, seen as dark lines
from 700–1200 Hz, are loudest between times 15.75 and
17.50 s. Figure 3 shows a plot of the total sound pressure
level, maximum and minimum background noise estimates,
and estimates of the maximum silver perch sound pressure
level for each sound pulse. The maximum silver perch re-
ceived sound pressure level in the entire recording of 128
dB, using the estimated maximum background sound pres-

FIG. 1. Phantom S2 ROV with hydrophone boom. The
audio signal was recorded by Hydrophone 4 on the star-
board side of the vehicle as indicated in the figure, and
the video was recorded by the video camera on the
body of the ROV. Pictured are the ROV pilot~Glenn
Taylor, left! and the one of the authors~Mark W. Spra-
gue, right!. Photo by Joseph J. Luczkovich.
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sure level and 129 dB using the estimated minimum back-
ground sound pressure level occurred at time 15.85 s in the
recording. All of the other pulses from 15.75–17.50 s had
silver perch received sound pressure levels from 127–129
dB.

V. DISCUSSION

In order to know the silver perch source level precisely,
we must know its distance from the hydrophone. Our en-
counter with the silver perch was a fortuitous event. Al-
though we were not able to determine the exact distance
between the silver perch and the hydrophone, the video al-
lows us to confirm its proximity. We can say with reasonable
confidence that the fish was within 1–2 m of Hydrophone 4
when we recorded the sound. This allows us to establish a
minimum source level of 128 dB for an individual silver
perch in field conditions. If the silver perch were 2 m from
the hydrophone the source level could be as high as 135 dB
~assuming spherical spreading and minimum background
noise!. The sound pressure level that we have measured with
our calibrated hydrophone system on the ROV at Wallace
Channel in 2001 corresponds well with levels for individual

silver perch that were an unknown distance from the hydro-
phone as reported by Luczkovichet al. ~1999b!. Those au-
thors measured a maximum of 136 dB on 13 recordings
made at similar inlet locations in 1997. However, the result
obtained here was for a single fish. We have no estimate of
variability for silver perch that are a known distance from the
hydrophone. Nonetheless, this result is important because
nobody has ever measured the source level of a sciaenid fish
calling in situ.

We do not have conclusive proof that the silver perch
observed on the video was the fish producing the sound.
However, it is highly unlikely that another fish produced the
sound, because we never recorded another individual silver
perch on audio or video near the ROV at Wallace Channel,
even though we recorded continuously for over two hours on
May 5th. Additionally, we recorded with the ROV’s video
and audio at a nearby station on May 2nd–4th for nearly two
hours in the evening, at Wallace Channel on May 4th for two
hours in the evening, and for a total of 56 min on May 8th,
with 12 short recordings made at hourly intervals through an
entire tidal cycle~from 11:25 until 23:18 local time!, without
encountering an individual silver perch near the ROV. We
conclude that the co-occurrence of the very loud silver perch
sounds with the appearance of a silver perch swimming into
the video cameras viewing area strongly implicates it as the
sound producer in this recording. Further work using hydro-
phone arrays to localize the source of the sound producers
and determine the spatial distribution of these fishes on the
spawning grounds is needed.

An important application of these data is the maximum
distancer max at which a fish can be detected above the back-
ground level. The background levels during our recording
session varied between 118 and 125 dB. The maximum dis-
tance at which an individual silver perch could be detected
above the background noise in this environment would de-
pend on the background sound pressure level~see Table I!.
When the background sound is loud~125 dB!, r max is less
than the water depth~10 m!, and spherical spreading domi-
nates. When the background sound is quiet~110 dB!, r max is
much greater than the water depth and cylindrical spreading
dominates. At midlevel background noise~118 dB!, r max is
likely between the spherical and cylindrical spreading dis-
tances.

The biological significance of these computations is that
both what a fisheries biologist can detect and what another
fish or predator can detect will be affected by background
sound. For example, an individual silver perch calling with
source level between 128 and 135 dB will be heard above the
background by a biologist doing a passive acoustic survey
with hydrophone similar to ours at between 1.4 and 3.2 m
away (r max), assuming spherical spreading and a maximum
background level of 125 dB. This distance will vary with
background levels at the location and the sound spreading
model ~cylindrical or spherical! used, as shown in Table I.
Thus, the estimates ofr max provided by Luczkovichet al.
~1999b!, which assumed an individual weakfish~Cynoscion
regalis! calling at 127 dB, cylindrical spreading and 110 dB
as a background level, were relatively large~50 m!. How-
ever, a more typical situation for the biologist doing a pas-

FIG. 2. Sonogram of silver perch recording from Hydrophone 4. Each
power spectrum was computed from a 1024-sample Hanning window which
overlapped the previous power spectrum by 512 sample points.

FIG. 3. Sound pressure levels computed from the silver perch recording
from Hydrophone 4. The black curve is the total sound pressure level com-
puted with a time constant of 0.01 s. The short-dash and long-dash curves
are estimates of the maximum and minimum background sound pressure
levels, respectively. The circles and squares represent the estimated peak
silver perch sound pressure level for each pulse computed using the maxi-
mum and minimum background sound pressure levels~respectively! in Eq.
~5!.
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sive acoustic survey will be a recording made with other fish
calling in the background~118–125 dB!, resulting in r max

distances that are relatively small~1–7 m for spherical
spreading model and 2–50 m for the cylindrical model!. In
shallow water~;10 m!, the choice of model will depend on
the background sound at the site, with spherical model being
favored at high background levels and cylindrical model at
low background levels. Thus, at our measured background
levels~118–125 dB caused by other fish chorusing! an indi-
vidual fish calling could only be detected above the back-
ground chorus at 1–7 m range. On a quiet morning, when
background levels are 110 dB~Luczkovichet al. 1999b!, an
individual calling at 135 dB could be heard at anr max of 316
m. For the loudest background level recorded in this area,
147 dB~Luczkovichet al. 1999b!, an individual silver perch
1 m from the hydrophone would be undetectable. These cal-
culations provide an upper and lower bound forr max under
conditions measured in actual field situations that will be
encountered by biologists, and thus provide a basis for de-
veloping calibrated passive acoustic survey techniques.

We can now set a threshold for sound detection of an
individual silver perch that is close to an autonomous record-
ing system, so the system can be automatically triggered
when it exceeds the level described here. That is, if a sound
is detected that is 128 dB or louder and has similar spectral
properties to silver perch sounds~Spragueet al. 2000!, then
the system can be automatically triggered to photograph or
record the sound producer. Such a remote sensing system is
achievable with current technology and can be deployed in
multiple locations, saving money and time associated with
surveying fish populations. This approach, with similar
source level measurements, could be used to remotely sense
cod Gadus morhua, sturgeonAcipensersp., red drumSci-
aenops ocellatus, or any soniferous species.

Additionally, the female silver perch would only be
likely to hear a calling male at this range (r max). Obviously,
males that called louder than the background would be more
likely to be heard by biologists, female silver perch, and
bottlenose dolphin~Turisops truncatus!, one of their major
predators that also use sound to detect their prey~Luczkov-
ich et al. 2000!. So there are trade-offs for the fish to con-
sider when calling, and the fish may modulate their sounds to
be not too much louder than the background. We have no
data on this, but note that some choruses seem to increase
and decrease in sound pressure level~Luczkovich et al.
2000!.

An aggregation of silver perch can be heard at a much
larger distance than an individual. In this study, the sound of
other silver perch was likely to be an aggregation at some
distance away. The maximum distance that an aggregation

can be detected depends on how many fish are in the aggre-
gation and their spatial distribution as well as the variation in
water depth and properties. It is beyond the scope of this
study to model the properties of silver aggregations until we
have better information on these parameters, but our calcu-
lations provides a first step toward this ultimate goal.

VI. CONCLUSION

We measured simultaneous audio and video of a calling
silver perch in the field and determined its maximum sound
pressure level by estimating the background noise. Using an
estimated distance between the fish and our hydrophone, we
calculate the silver perch source level between 128 and 135
dB. This information is useful for modeling distributions of
fishes and developing algorithms of automatic detection of
sound-producing fishes by autonomous sound recorders.
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How to measure information carried by a modulated
vocal signature?

Amanda Searbya) and Pierre Jouventin
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Acoustic signaling systems that permit individual recognition are described in an increasing number
of species. Evolutionary logic predicts that the efficiency of these signatures is related to the
possibilities for confusion. To test this ‘‘signature adaptation’’ hypothesis, one needs a standardized
method to estimate and compare the efficiency of different signatures. Beecher@Am. Zool. 22,
477–490~1989!# developed such a method by comparing scalar parameters extracted from the
signals. However, vocal signatures frequently consist in the evolution of one parameter against one
other, which are not comparable through Beecher’s method. Here we present a method to estimate
the efficiency of modulated signatures. A signature’s efficiency is given by its information capacity
(Hm), derived from Shannon’s information theory. The measure ofHm is based on an analysis of
variance and uses the Euclidian distances between the signature’s contours in the population. To
validate our method, simulated datasets of modulated contours were used. The predicted efficiency
of those signatures, estimated fromHm , was strongly correlated to its actual efficiency given by two
classification methods: a discriminant analysis and a classification by human observers. Being also
untied to sample size,Hm therefore allows comparing objectively vocal, but also visual and
olfactory signatures. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1775271#

PACS numbers: 43.80.Lb, 43.66.Gf, 43.60.Ek@WWA# Pages: 3192–3198

I. INTRODUCTION

Individual recognition systems are favored in conditions
when confusion between individuals might result in a de-
crease of one’s fitness. When individuals aggregate in dense
colonies or are highly mobile, parent–offspring recognition,
for example, is necessary to allow well-directed parental
care. As an adaptive behavior, parent–offspring recognition
should be more efficient in species where the probability of
misdirected care is increased, due for example to high den-
sities or to an important mobility of the young. More gener-
ally, the ‘‘signature’’ adaptation hypothesis predicts that a
given signature system, which is the set of signals by which
individuals are recognized, would be more efficient in con-
ditions where the risks for confusion are higher~Beecher,
1989!.

While a large literature exists on individual recognition
@reviewed in Falls~1982!; Colgan ~1983!; Halpin ~1991!;
e.g., in penguins: Aubin and Jouventin~2002!; Searbyet al.
~2004!; swallows: Medvinet al. ~1993!; amphibians: Bee
and Gerhardt~2002!; pinnipeds: Charrieret al. ~2003!; ceta-
ceans: Sayighet al. ~1999!; rodents: Hurstet al. ~2001!; bats:
Balcombe~1990!; primates: Parret al. ~2000!; other mam-
mals: Goldmanet al. ~1995!; Searby and Jouventin~2003!;
Frommoltet al. ~2003!#, to date very few studies have actu-
ally compared the efficiencies of individual recognition sys-
tems in different contexts. Most studies have only focused on
the presence or absence of individual recognition in different
species. This lack of quantitative analyses was underlined by
Beecher~1989; 1982! who provided a method for measuring

the efficiency of a given signature system. Beecher used an
information theory approach to develop an information ca-
pacity measure (Hs) of a signature, essentially based on an
analysis of variance made on the signature’s components.
This information estimate is then directly translatable into
the efficiency of the signature system. It potentially enables
comparisons across species and across recognition cue mo-
dalities.

Since the omnidirectionnal properties of acoustic signals
make them more reliable than other sensory cues in dense
environments, acoustic recognition systems are frequent in
situations where the risk of confusion is increased. As acous-
tic signals are also easier to record and to measure, acoustic
signature systems constitute good models to compare indi-
vidual recognition systems. Beecher’s team applied the infor-
mation capacity method to compare the acoustic signature
systems of two species of swallows. Their results confirmed
the signature adaptation hypothesis, as they found more effi-
cient signature systems associated with higher risks of con-
fusion~Medvin et al.1993!. However, the method developed
by Beecher presents some limitations. First, the measurement
of the information capacity is made from a set of predeter-
mined scalar variables measured on the sounds. This pro-
vides a bias in the measurement of the similarity between
sounds, as the decision of which parameters should be con-
sidered and how they should be weighted is made arbitrarily
by the investigator. Second, together with many other sound
measurement methods, this analysis only considers mono-
dimensional parameters. Since a sound is defined in three
dimensions, frequency, amplitude, and time, only the three-
dimensional values do fully characterize it. It is therefore
highly restrictive to consider only one dimension at a time.a!Electronic mail: searby@cefe.cnrs-mop.fr
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This excludes in particular the modulations of one parameter
against one other, such as frequency and amplitude modula-
tions over time, or the spectrum of the sound represented by
the distribution of amplitude among the frequencies. Those
bi-dimensional variables are necessary to get at least a good
definition of a given sound, and may constitute significant
sources of information within a signature system. This prob-
lem has been solved previously by restricting the modula-
tions to several representative parameters such as the minima
and maxima of the considered values over time. Here again
this method is highly subjective as it is dependent on the
choice made by the observer of which parameters to con-
sider. Any approach that does not consider the modulation
pattern may omit important elements used in the signature.

In this paper we propose a new method to measure ob-
jectively the information capacity of modulated signatures,
based on the information theory analysis developed by
Beecher. In the first part of this paper, we develop the algo-
rithms used to measure the information capacity of a modu-
lated signature. An example, based on a data set created by
simulation, is then presented to illustrate features of the in-
formation analysis. In the second part, our method is vali-
dated by comparing the theoretical efficiency of different sig-
nature systems as predicted by the information capacity
values, and their actual efficiency, measured by a classifica-
tion error rate. For a separate validation of our approach, we
provide two classification methods, one performed by human
observers and the other by a mathematical method, here the
discriminant function analysis.

II. THEORY

The mechanisms of individual identification rely on a
signature system, where a signature refers to a combination
of individually distinctive traits. The efficiency of a signature
system can be measured in terms of stereotypy, defined as
the ratio between intraindividual and interindividual varia-
tion of the signatures. Using information theory~Shannon
and Weaver, 1949!, Beecher developed an information analy-
sis method that computes the information capacity of a scalar
parameter measured within a set of signatures~Beecher,
1982, 1989!. The information content of one variable (Hs) is
a measure of the stereotypy of this variable in the considered
population. Hs is derived from theF-value found in the
ANOVA, but, unlike F, does not vary with sample size. In-
formation capacity measurements are therefore more reliable
to compare variables and samples.Hs , measured in bits/
signal, represents the number of binary decisions necessary
to discriminate amongN objects. For a given variable,Hs is
expressed as

Hs5 log2AsB
21sW

2

sW
2

5 log2AF1n21

n
, ~1!

wheren is the number of measures per individual,sB
2 is the

between-individual variation, andsW
2 is the within-

individual variation. The higher the values ofHs , the more
potential the parameter has for encoding individual identity.
According to the mathematical significance ofHs , 2Hs gives
a theoretical estimate of the number of potential signatures

achievable on the basis of the considered parameter
~Beecher, 1982!. This information analysis does not require
that the signal systems be compared in the same units
~Beecher, 1989!. The unitless nature of the information mea-
sures derives from standardizing the variables by dividing
through by the within-individual standard variation.

The model developed by Beecher applies to signatures
that consist of several intercorrelated scalar variables. To
measure the global information of a vocal signature, a prin-
cipal component transformation of the data allows adding the
information capacity of the independent components to give
the total information amount. It is clear from this method that
the resulting information capacity varies according to which
parameters of the sound are at first selected subjectively by
the investigator. We propose a method that solves this selec-
tion problem by considering the sounds as a whole. A sound
is produced by periodical oscillations of air pressure. Any
sound is therefore fully described by the three following pa-
rameters: the amplitude of the vibrations, the frequency of
the vibrations, and the evolution of amplitude and frequency
with time. The analysis of an acoustic signal therefore re-
quires to consider three dimensions: frequency, amplitude,
and time. A full description of a sound is consequently given
by the corresponding three-dimensional matrix. Such a 3-D
representation is, however, difficult to apprehend. In a
slightly more reductive way, we can describe a given sound
by means of three bi-dimensional parameters: frequency and
amplitude modulations over time, and amplitude distribution
over the frequencies, which is the spectrum of the call. Our
method proposes a comprehensive analysis of the sounds
using these three parameters, which can also be referred to as
modulated parameters. Because these measurements are vec-
torial and not scalar, it is however not possible to measure
their information capacity as proposed in Beecher’s method.

Here we compute a new estimate of their information
capacity using another assessment of their stereotypy. The
similarity between two vectorial variables is measured by the
Euclidian distancedAi j between the two curves.dAi j is ex-
pressed as the square distance between two given vectors of
measurementsAi(t) andAj (t):

dAi j5
1

Nmin
(
k51

Nmin

~Aj~k!2Ai~k!!2, ~2!

Nmin being the shortest length of the two vectors.
If we consider a group ofk observations, the sum of

distance indices between all pairs of observations~dist! can
be estimated using the sum of squareSSas:

dist5(
i , j

dAi j5k•(
j

~Aj2Ā!25k•SS. ~3!

Consequently, the information capacityHm for g groups
with n observations per group was estimated as follows:

Hm5 log2AFest1n21

n
, ~4!

where
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Fm5
n21

g21 S distT2g•distW
distW

D , ~5!

distT being the sum of distance indices between all pairs of
calls, anddistW the sum of distance indices between pair of
calls within each group.

III. VALIDATION

A. Methods

To validate our method, we performed the described in-
formation analysis on randomly computed data sets simulat-
ing more or less efficient modulated signatures. We com-
pared the resulting estimated efficienciesHm to their actual
efficiencies obtained from actual classifications of the simu-
lated signatures.

Illustrative data sets were created on this purpose by
simulation using MATLAB software. Simulated signatures
were designed to resemble frequency-modulated contours,
which are frequently used as vocal signatures@cetaceans:
Sayighet al. ~1999!; bats: Balcombe~1990!; seals: Charrier
et al. ~2002!; penguins: Aubin and Jouventin~2002!#. A sig-
nature was represented by a vector of 25 independent, nor-
mally distributed variables calculated as in Beecher~1989!:
each variable was the sum of two independent variables,Bi

andWi j , wheres t
25sB

21sW
2 51 andsB

2/sW
2 took different

values, according to the series of contours considered~Table
I!. All means were zero. A given data set consisted in ten
series of contours, assimilated to ten different population
samplings. Each of the ten ‘‘populations’’ consisted inN con-
tours divided intog subgroups~or ‘‘individuals’’ ! of N/g
contours each. This data set was designed to resemble usual
data sets obtained in real conditions. Each ‘‘population’’ was
given a specificsB

2/sW
2 ratio, resulting in a specificHm

value. An example of contours for three individuals from the
same population (sB

2/sW
2 52) is shown in Fig. 1.

In a second step, we checked our model by comparing
predicted and actual classification error rates. Accordingly,
we first needed to assess predicted classification error rates
as a function ofHm values. The proportion of correct classi-
fications corresponds to the probability of correctly attribut-
ing a given signature to the right individual. It equals the
ratio of the number of signatures actually used within the
population, by the number of individuals. According to the
information theory, 2Hm is proportional to the number of
signatures available for the population~Beecher, 1982!.
However, the actual number of signatures is always smaller
than the number of available signatures. Consider randomly
picking four balls in a bag where three different colors are
available. The four picked balls might only be of one or two
colors. As the mathematical expression giving the number of
signatures actually used as a function of the number of avail-
able signatures is not directly computable, we chose to run a
simulation on MATLAB instead. This simulation predicted
the proportions of correct classifications as a function of the
number of available signatures, proportional tom52Hm. It
consisted in attributing 50 signatures to 50 individuals, the
signatures being randomly picked from a set ofm different
signatures~m varied between 1 and 400!. Here signatures

were represented by integers ranging from one tom. Accord-
ingly, some individuals may share the same signature. Each
individual was then picked in turn and, according to its sig-
nature, was randomly attributed to one of thek individuals
sharing the same signature. This attribution was performed
six times for each individual to imitate the jackknifed clas-
sification protocol performed by the upcoming discriminant
analysis, with six contours for each individual. At the end of
these 300 attributions, we computed the proportion of correct
classifications, as in a jackknifed classification matrix. This
simulation run was performed 50 times for each value ofm.
The final expected proportion of correct classifications was
calculated for eachm value as the mean of the 50 corre-
sponding rates.

Actual classifications of the signatures were then
achieved following two different procedures: a discriminant
function analysis and a classification by human observers.
The choice of a human observer’s classification follows Jan-
ik’s comparison of contours classification methods~Janik,
1999!, which established human observer classifications as
reliable when compared to other computer methods. For the
discriminant analysis classification, we computed 20 datasets
~i.e., populations! of g550 ‘‘individuals’’ and n56 signa-
tures per ‘‘individual.’’ ThesB

2/sW
2 ratio ranged from 1 to 2,

according to the population~Table I!. The proportion of cor-

TABLE I. Parameters for data sets obtained by simulation

Population sB
2 sW

2 sT /sW Hm 2Hm

Data sets for discriminant analysis
~50 individuals, 300 signatures per population!:

1 0.00 1.00 1.00 0.01 1.01
2 0.07 0.93 1.04 0.05 1.03
3 0.13 0.87 1.07 0.09 1.06
4 0.19 0.81 1.11 0.17 1.13
5 0.24 0.76 1.15 0.21 1.16
6 0.29 0.71 1.19 0.25 1.19
7 0.34 0.66 1.23 0.33 1.26
8 0.38 0.62 1.27 0.38 1.30
9 0.43 0.57 1.32 0.43 1.35

10 0.46 0.54 1.37 0.49 1.40
11 0.50 0.50 1.41 0.51 1.43
12 0.53 0.47 1.46 0.54 1.45
13 0.56 0.44 1.52 0.57 1.48
14 0.59 0.41 1.57 0.64 1.56
15 0.62 0.38 1.62 0.73 1.66
16 0.65 0.35 1.68 0.77 1.71
17 0.67 0.33 1.74 0.85 1.80
18 0.69 0.31 1.80 0.87 1.83
19 0.71 0.29 1.87 0.88 1.84
20 0.73 0.27 1.93 0.98 1.97

Data sets for human observers
~10 individuals, 60 signatures per population!:

1 0.00 1.00 1.00 0.01 1.00
2 0.50 0.50 1.41 0.45 1.37
3 0.65 0.35 1.68 0.70 1.63
4 0.75 0.25 2.00 0.96 1.94
5 0.82 0.18 2.38 1.21 2.32
6 0.88 0.13 2.83 1.47 2.76
7 0.91 0.09 3.36 1.72 3.30
8 0.94 0.06 4.00 1.98 3.93
9 0.97 0.03 5.66 2.48 5.58

10 0.98 0.02 8.00 2.99 7.92

3194 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 A. Searby and P. Jouventin: Information analysis of modulated signatures



rect classification was measured from a jackknifed classifi-
cation matrix for each of the ten populations corresponding
to different sB

2/sW
2 ratios. To increase the number of data,

this operation was repeated three times. For the human ob-
server’s classifications, a smaller dataset was used for prac-
tical reasons. It consisted in ten populations ofg510 ‘‘indi-
viduals,’’ n56 signatures per ‘‘individual.’’ ThesB

2/sW
2 ratio

ranged from 1 to 6, according to the population. For each
population, all 60 contours were printed on separate sheets
and seven observers were asked to classify contours indepen-
dently by their shape into ten groups of six contours. To
standardize the procedure, observers were asked to compute
their classification in 20 min regardless of thesB

2/sW
2 ratio of

the population. Each observer carried out ten tests to classify
the ten populations in random order. To prevent habituation,
no more than two tests a day were performed per observer.
The proportions of correct classifications were then directly
computed from their classifications using MATLAB soft-
ware.

For each simulated population in the two experiments,
we calculated the information capacityHm using our method
and deduced the corresponding excepted and compared the
Hm values to the observed proportions of correct classifica-
tions ~Fig. 2!. Expected and observed correct classification
rates were compared using nonlinear regressions and Sigma-
Plot 2001 software.

FIG. 1. An example of the simulated contours that were
used for classification. Each line~a,b,c,d! corresponds
to a different individual~six contours per individual!.
HeresB

2/sW
2 52.

FIG. 2. Expected and observed rates of correct classification of our datasets.~a! Expected rates as predicted from our simulation;~b! observed classification
rates obtained from discriminant function analysis;~c! observed classification rates obtained from all human observers; and~d! observed classification rates
obtained from each human observer separately. Each curve fits a three-parameters logistic curve,y5a/@11(x/x0)b#.
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B. Results

Expected rates of correct classification are shown in Fig.
2~a!. Observed classification rates obtained from discrimi-
nant function analysis and from human observers are shown
on Figs. 2~b! and~c!. The three curves show the same profile.
Direct comparison of the curves was not possible as classi-
fication efficiencies differed according to the classification
method. Comparison was therefore performed through re-
gressions. Nonlinear regressions confirm that each curve fits
a three-parameters logistic curve, whose equation is

y5
a

11~x/x0!b
.

To account for human observer’s effect, regressions
were made separately on each observer’s curve@Fig. 2~d!#.
Regression curves and regression coefficients are given in
Fig. 2 (r 2.0.93 for all regressions!.

IV. GENERAL DISCUSSION

This paper provides for the first time a method to predict
the efficiency of modulated signatures in individual recogni-
tion. Our prediction is validated twice, by visual inspection
and by discriminant analysis of the signatures, as observed
and expected classification rates are similar in both cases.
Our algorithm therefore represents a reliable tool to investi-
gate individual signatures. It is of interest to note that we did
not aim here to establish a classification method for signa-
tures, as such methods already exist~e.g., in McCowan,
1995; Janik, 1999!. Our point was not to classify, but to
predict the difficulty in classification. By measuring the effi-
ciency of the signals as individual signatures, one gets for the
first time a quantitative assessment of the potential value of a
signature system. This constitutes a new tool to study such a
complex behavior as the use of signatures from an evolution-
ary point of view, as the efficiency of signature systems may
have direct consequences on fitness, and are here directly
comparable between species.

Several studies have used discriminant function analysis
to quantify the usefulness of a signature’s traits for individual
identification ~Hafner et al., 1979; Smithet al., 1982; Gel-
fand and McCracken, 1986; Galeotti and Pavan, 1991;
Scherrer and Wilkinson, 1993; Lengagne, 2001; Frommolt
et al., 2003; Phillips and Stirling, 2000!. Both methods use
the same logic and provide a global measure of the classifi-
cation efficiency. However, discriminant analysis results are
tied to the sample size, which is not the case for information
capacity~Beecher, 1989!. Hence discriminant analysis can-
not be applied to compare different signature datasets. Our
use of artificial datasets with a unique sample size allowed us
here to verify that our information analysis method provides
the same results as a discriminant function analysis.

All previous estimations of the efficiency of individual
signatures were made from a set of predetermined scalar
variables measured on the sounds~Medvin et al., 1993;
Stoddard and Beecher, 1983; Scherrer and Wilkinson, 1993;
Leonardet al., 1997!. Our method proposes a different way
to extract information from the signal, which does not induce
arbitrary choices on the relevant informative parameters.

While the former approach is probably more convenient to
study the encoding of information in signatures that share a
similar acoustic structure, it lacks the necessary objectivity
for a comparative study of more different vocal signals.
Moreover, our method is based on a vectorial analysis of
modulated contours, as opposed to an analysis of several
scalar variables extracted from the signals. Information in
modulated signatures may indeed be extracted from the
modulation pattern as a whole, and not only from a few
measurements such as the positions of maxima and minima.
This is clearly illustrated by the contours shown in Fig. 1,
where the shape of the contour greatly varies within and
between individuals. In this case, manual extraction of the
relevant parameters could fail in extracting all the informa-
tion in the signal. Our method has therefore the advantages
of being utterly objective, as no parameters are selected prior
to the analysis, exhaustive, and fast, due to the automation
provided through computer programming. It offers a stan-
dardized way to compare all kinds of signatures and may
represent a significant advance for future comparative analy-
ses.

Since the computed dataset we used as an example here
consists of artificial modulated signals, our method can be
applied to any kind of modulation. For example, frequency
modulation is common in animal sounds. Encoding informa-
tion within a frequency contour is actually a widespread
method, as it is the case for individual signatures in bats
~Scherrer and Wilkinson, 1993!, dolphins ~Sayigh et al.,
1990!, king penguins~Lengagneet al., 2001!, and gulls
~Charrieret al., 2001!, but also for other kinds of informa-
tion such as in the territorial songs of passerine birds~Catch-
pole and Slater, 1995! or in the alarm calls of primates
~Zuberbuhleret al., 1997!. The algorithm we provide here is,
however, reliable only in the case of a high level of temporal
consistency between calls. Contours might actually be sub-
jected to considerable temporal variation within or between
individuals, as it is the case in bottlenose dolphins whistles,
for example. Buck and Tyack~1993! have provided a solu-
tion by using a nonuniform time dilation algorithm to pro-
vide a measure of similarity between contours. The combi-
nation of both algorithms might then constitute a more
complete tool to assess the efficiency of such signatures.

Apart from frequency modulations, our method can also
be applied to compare any modulations within an acoustic
signal, such as amplitude modulations over time and ampli-
tude modulations over frequencies, i.e., the spectra of differ-
ent sounds. It is of interest to note that a given sound is
entirely represented by those three modulations. By assess-
ing the information capacityHm of those three modulations
within a given vocal signature, different kinds of information
are provided. First, highHm values would indicate whether
one of those modulations actually forms a proper signature
of identity. Theoretically, information can be extracted from
an acoustic signal using two main processes~Okanoya and
Dooling, 1991!: integration in the frequency domain, using a
power spectral profile, or integration in the temporal domain.
In a second step, comparing the threeHm values would then
assess the relative importance of frequency and temporal do-
mains in identity coding. The information capacityHm is
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used here as a way to understand how information is en-
coded within a vocal signature. Finally, the three values
taken together would give a global measure of the efficiency
of the modulated signature, allowing comparisons between
species. As it only measures bi-dimensional parameters, our
method, however, does not include signals where the power
spectral profile also varies with time, providing a tri-
dimensional parameter. Such vocal signals are probably
harder to perform, as the power spectral profile often de-
pends on morphological constraints and is thus difficult to
modulate. However variation in the power spectral profile is
a critical feature of communication in animals that change
the filter characteristics of the vocal tract—certainly includ-
ing primates, but may be more widespread. The combined
3D analysis of all three values, frequency, amplitude, and
time, would be very useful and should be the next step in
development of this analysis.

As mentioned in the Introduction, acoustic signals have
often been favored in the study of individual signatures over
visual or olfactory ones, as they are easier to record, play-
back, or measure. By providing a new tool to analyze con-
tour profiles, our method, however, extends the analysis of
signatures to any kind of signal:vocal, visual, or olfactory. It
enables comparisons of signatures such as spectrographic or
spectrometry profiles obtained from color or odor analysis.
Moreover, the unitless nature of our information measure
allows comparisons across those different sensory modali-
ties. Such disparate comparisons may prove highly helpful in
comparing different methods used to encode individual dis-
tinctiveness across species. Interesting evolutionary conver-
gences might for example be found between olfactory signa-
tures in mammals and acoustic signatures in birds. Multi-
modal individual recognition can also be studied by
comparing the relative efficiencies of olfactory and acoustic
recognition within one given species, as it is the case in
sheep or fur seal for example~Charrieret al., 2002; Searby
and Jouventin, 2003!. In brief, the method we propose here
constitutes a powerful tool to better understand the evolu-
tionary mechanisms underlying the emergence of different
signature systems.
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Drilling and operational sounds from an oil production island
in the ice-covered Beaufort Sea
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Recordings of sounds underwater and in air, and of iceborne vibrations, were obtained at Northstar
Island, an artificial gravel island in the Beaufort Sea near Prudhoe Bay~Alaska!. The aim was to
document the levels, characteristics, and range dependence of sounds and vibrations produced by
drilling and oil production during the winter, when the island was surrounded by shore-fast ice.
Drilling produced the highest underwater broadband~10–10 000 Hz! levels~maximum5124 dBre:
1 mPa at 1 km!, and mainly affected 700–1400 Hz frequencies. In contrast, drilling did not increase
broadband levels in air or ice relative to levels during other island activities. Production did not
increase broadband levels for any of the sensors. In all media, broadband levels decreased by;20
dB/tenfold change in distance. Background levels underwater were reached by 9.4 km during
drilling and 3–4 km without. In the air and ice, background levels were reached 5–10 km and 2–10
km from Northstar, respectively, depending on the wind but irrespective of drilling. A comparison
of the recorded sounds with harbor and ringed seal audiograms showed that Northstar sounds were
probably audible to seals, at least intermittently, out to;1.5 km in water and;5 km in air.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1806147#

PACS numbers: 43.80.Nd, 43.50.Rq@WWA# Pages: 3199–3211

I. INTRODUCTION

During the winter of 1999–2000, BP Exploration
~Alaska! Inc. began construction of the Northstar oil produc-
tion island~position 70.49 °N, 148.70 °W! in the shallow~12
m!, near-shore waters of the Alaskan Beaufort Sea, northwest
of Prudhoe Bay~Fig. 1!. The area is inhabited year-round by
numerous ringed seals~Phoca hispida! that maintain breath-
ing holes through the land-fast ice during the winter and
spring. During the ice-covered season, these seals spend time
on the ice, in lairs under the snow, and in the water below the
ice. Ice-based and aerial surveys have shown that ringed
seals have continued to overwinter near Northstar during is-
land construction~Moulton et al., 2002, 2003b! and initial
production ~Moulton et al., 2003a!. Ringed seals around
Northstar have also shown tolerance toward specific con-
struction activities such as the driving of pipes in late spring
~Blackwell et al., 2004!. In order to help interpret the data on
the occurrence of ringed seals near Northstar during winter
and early spring, measurements were needed of underwater
and airborne sounds and of iceborne vibrations.

The main island-construction work took place during
early 2000. By March 2001, when the first of the acoustic
measurements reported here were obtained, construction of
the island itself was nearly completed, permanent living
quarters and diesel generators had been installed, the pipe-
lines to shore had been completed, and drilling had begun
@Fig. 2~a!#. During summer 2001, a sealift brought modular
buildings, gas turbine generators, and other equipment

needed to complete the construction of the oil processing
facilities on the island. The first oil was produced on 31
October 2001, although drilling of additional wells continued
thereafter. During February–March 2002, when additional
acoustic measurements were obtained, both oil production
and drilling were underway.

Sounds associated with the initial island construction
work in early 2000 are briefly described by Moultonet al.
~2003b!. Here we describe and compare winter sounds dur-
ing the later stages of construction~early 2001! and initial oil
production~early 2002!. The specific objective of the present
work was to measure and document the levels, frequency
characteristics, and range dependence of sounds and vibra-
tions produced by Northstar-related industrial activities
~mainly drilling and oil production! occurring during the
winter–early spring of 2001 and 2002. The approach in-
volved making recordings of sounds in air and in the water
below the ice, along with recordings of vibrations in the ice,
at a series of increasing distances from Northstar Island. The
collected data would allow us to estimate the sound levels to
which seals living in the area were exposed, and the audibil-
ity range of these industrial sounds. We report broadband
values, but because the auditory sensitivity of seals depends
strongly on frequency~e.g., Terhune and Ronald, 1975; Ri-
chardsonet al., 1995; Kastak and Schusterman, 1998!, we
also report one-third-octave data, since these allow frequency
weighting appropriate to the animals of concern.

II. METHODS

Recordings were obtained on 6, 8, and 9 March 2001,
and 28 February and 1 March 2002~Fig. 1!. All recordingsa!Corresponding author; electronic-mail: susanna@greeneridge.com
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were made at stations on the land-fast ice. Stations were
accessed using an all-terrain vehicle for the transport of
equipment and personnel~Hägglunds in 2001, Tucker Sno-
Cat 1600 Terra in 2002!, and a Blue Bird all-terrain vehicle
equipped with a powered ice auger to drill the holes through
which underwater recordings were made~Table I!.

A. Equipment

The sensors included a hydrophone, a microphone, and a
3-axis geophone@Fig. 2~b!#, all calibrated. The hydrophone
was an International Transducer Corporation~ITC! model
6050C, which includes a low-noise preamplifier next to the
sensor and a 30 m cable. The hydrophone cable was attached
with cable-ties to a fairing to minimize strumming. Prior to
recording, the hydrophone signals were amplified with an
adjustable-gain postamplifier. In 2001, the omnidirectional
microphone was an ACO model 7013 condenser microphone
with a 4012 preamplifier. In 2002, we used a G.R.A.S. Sound
and Vibration 1/2 in. prepolarized free-field microphone
model 40AE with an ICP preamplifier model TMS426C01.
The three-axis geophone was a GeoSpace model 20 with
critical damping on the two horizontal axes (H1 and H2,
perpendicular to each other! and the vertical axis~V!. The
geophone provided separate data for the three channels; sig-
nals were amplified with an adjustable-gain postamplifier.

Hydrophone, geophone~three channels!, and micro-
phone signals were recorded on five channels of a SONY
model PC208Ax instrumentation-quality digital audiotape
~DAT! recorder at a sampling rate of 24 kHz. Quantization
was 16 bits, providing a dynamic range of.80 dB between

an overloaded signal and the quantization noise. A memo
channel on the tape recorder was used for voice announce-
ments, and the date and time were recorded automatically.

B. Field procedures

In late February and early March of 2001 and 2002,
Northstar Island@Fig. 2~a!# was surrounded by land-fast ice
1.4–1.5 m thick. Near the island and on the ice road south of
the island, the ice had been artificially thickened and some-
times exceeded 2.5 m in depth. The recording procedure was
identical on all days of recording. The first measurements
were made as close as possible to Northstar, with subsequent
recordings at progressively increasing distances, either east-
ward ~6 and 8 March 2001! or north and northwestward~9
March 2001, 28 February, and 1 March 2002; see Fig. 1!. In
both years, a pressure ridge 3.5–5 km north of the island
prevented us from making all our recordings in a straight
northward line; instead we followed the pressure ridge to the
west ~Fig. 1!. The decision to make recordings north and
northwest of the island was based mainly on the fact that
water depth increases in those directions. More seals were
expected to occur there than to the south and west, where
shallower water, barrier islands, and land occur~Fig. 1; cf.
Moulton et al., 2002!. The drill rig was located on the east-
ern side of the island@Fig. 2~a!# but drilling was directional
and oriented toward the northwest.

FIG. 1. The location of the study area close to Northstar Island, Beaufort
Sea, Alaska, showing acoustic recording locations sampled during March
2001 plus February and March 2002. Northstar is indicated by the star.

FIG. 2. ~a! Northstar Island surrounded by land-fast ice, seen from the south
in early February 2001. The drill rig is the tallest structure on the right side
of the picture.~b! Recording setup next to an all-terrain vehicle during the
2002 measurements. m5microphone and wind shield; h5hydrophone cable
disappearing into the augered hole in the ice; g5geophones planted in the
ice ~one was used as a backup!.
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Suitable recording locations were chosen and their dis-
tances from Northstar were determined using a hand-held
GPS receiver~Garmin model 12XL! or, for close distances
~,800 m!, a laser rangefinder~Bushnell model #20-0880!.
The drill rig tower@the tallest structure in Fig. 2~a!# was used
as the reference at all stations. The Blue Bird augered a 30
cm ~12 in.! hole through the ice, after which it moved at least
500 m away~but generally.1 km! from the recording site
and remained idling~this was a mandatory safety require-
ment!. In a comparable recording situation, Greene and
McLennan~2000! did not find any differences in sound lev-
els or spectra with and without a rolligon~a larger version of
the Blue Bird we used! idling 460 m from their recording
site.

The recording equipment was set up in the all-terrain
vehicle. The hydrophone was lowered through the ice hole
and was positioned about 1 m above the bottom. The geo-
phone was planted in the ice and positioned with H1 pointing
directly toward Northstar. After the geophone was properly
positioned, water was poured around the ‘‘foot’’ to freeze it
in place. The microphone was placed 1.5–2 m above the ice
with an unobstructed path to the island. It was fitted with a
windscreen and, when necessary, it was shielded from the
wind by the all-terrain vehicle@see Fig. 2~b!#. Recordings
from all sensors commenced after all sound-generating de-
vices on the all-terrain vehicle~engine and heater! had been
turned off. An average of 5.7 min of recordings were ob-
tained at each station, for a total of 2 h 45 min.

In 2001, the hourly wind speed and direction were ob-
tained from the Northstar weather station, accessed on the
website http://www.resdat.com/mms. In 2002, the wind
speed and direction were recorded over a period of 5 min at
each station with a Kestrel 2000 Pocket Thermo Wind Meter
~Nielsen Kellerman, Chester, PA, 19013!. This allowed us to
keep better track of variations between recording stations,
which were averaged out in the hourly means from the
weather station.

C. Island activities during recordings

After each day of recording, island personnel provided
us with detailed records of the drilling activities that took
place on the island. The Nabors rig 33E on Northstar Island
uses a Varco brand top-drive~250 rpm max, 1000 hp con-
tinuous!. The rig is either powered by its own five diesel
electric generators or by the island’s power supply~see be-
low!. On one recording day each year~6 March 2001 and 28
February 2002!, no drilling took place. On the other days the
drill rig was operational, which included several procedures
that likely varied in the amount of sound they produced.
Therefore, the category ‘‘drilling,’’ as presented in this paper,
includes only periods of time during which the drill bit was
boring through the ground. Activities such as adding 27.5 m
~90 ft! of drill pipe at the surface of the wellbore are included
in the ‘‘no drilling’’ category. Oil production had not begun
in March 2001, but took place on both days of recording in
2002. The term ‘‘production,’’ as used in this paper, is the
pumping of crude oil while gas is being injected into the
formations.

In 2001, two diesel electric generators~4-cycle, 16-
cylinder engines running at 1800 rpm, cylinder firing rate
5240 Hz, shaft rate530 Hz! provided the island’s power. In
2002 these had been replaced by three Solar gas-turbine-
powered generators and three compressors for gas injection.
Of those, the following units were functioning during the
2002 acoustic recordings:~1! ‘‘Solar’’ generator ‘‘B,’’ with a
13 000 hp59700 kW gas turbine rated at 10 780 rpm and
operating at 9500 rpm;~2! high-pressure compressor ‘‘B,’’
with a GE model LM-2500 gas-turbine engines of 30 000
hp522 370 kW, rated at 10 000 rpm and operating at 9000–
9400 rpm, the speed varying with the gas injection rate;~3!
low-pressure compressor driven by a 5000 hp~3730 kW!
electric motor, running at a constant speed of 3600 rpm.

TABLE I. Circumstances of recordings, including distance from the drill rig
tower, water depth, ice thickness, mean wind speed, and wind direction for
all acoustic recording locations on the ice, 6–9 March 2001 and 28
February–1 March 2002. The general direction of the recordings in relation
to Northstar, and the recording times~local!, are given in parentheses.

2001

Station
Dist.
~m!

Water
depth
~m!

Ice
thickness

~m!

Wind

Speed
~m/s! Direction

6 March ~East, 16:00-17:00!
1 200 11.5 2.1 4.5 NE
2 460 11.5 1.2 9 9

8 March ~East, 11:00-16:00!
1 200 11.0 2.1 7.6 ENE
2 460 11.8 1.2 9 9
3 990 11.5 1.7 7.8 9
4 2030 11.3 1.4 9 9
5 4020 10.0 1.4 8.0 9
6 6050 9.0 1.5 9 9

9 March ~North & Northwest, 8:45-15:45!
8 260 11.8 2.0 6.3 ENE

10 490 11.8 1.5 9 9
12 990 11.5 1.4 7.3 9
14 1990 12.0 1.4 9 9
15 3530 12.8 1.4 8.4 9
16 4100 13.6 1.4 9 9
18 5910 14.0 1.4 9.4 9
19 7320 14.0 1.5 9 9

2002

Station
Dist.
~m!

Water
depth
~m!

Ice
thickness

~m!

Wind

Speed
~m/s! Direction

28 Feb.~North & Northwest, 11:16-15:14!
9 470 12.0 1.3 0.6 E

11 970 12.5 1.5 0.1 E
13 1970 13.5 1.5 1.3 SE
17 5000 11.2 1.6 1.0 SSE
20 7620 13.7 1.4 0.8 SE

1 March ~North & Northwest, 8:46-14:13!
7 220 12.0 1.5 2.0 SSW
9 470 12.0 1.3 4.7 SW

11 970 12.5 1.5 3.8 SW
13 1970 13.5 1.5 4.3 WSW
17 5000 11.2 1.6 1.7 W
20 7620 13.7 1.4 1.7 W
21 9400 13.5 1.5 0.7 SSW
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Other activities that took place during recordings in both
years included flooding of the island perimeter and ice road
to thicken the ice, the transport of goods and personnel~in
SUVs, crew-cab pick-up trucks, vans, and buses!, and some
hauling of mud and cuttings from the drilling activities. No
flaring of gas, pile-driving, or helicopter flights occurred dur-
ing the recording periods in either year.

D. Signal analysis

The recorded, digitized hydrophone signals were trans-
ferred directly to a computer hard drive as time series. They
were then equalized and calibrated in units of sound pressure
with flat frequency response over the data bandwidth, 4–500
Hz for the geophone, 4–10 000 Hz for the hydrophone, and
10–10 000 Hz for the microphone. Analyses were done using
MATLAB ~The MathWorks, 3 Apple Hill Drive, Natick, MA
01760-2098! routines and custom programs. For each re-
cording, a sound-pressure time series~waveform! was gen-
erated, and the sound was played via a speaker to help the
analyst match notes from the field with the recorded sounds.
The sound waveform was used to select representative
samples for further analysis. If the overall sound-pressure
levels~SPLs! varied little with time, at least three 8.5-s seg-
ments of time were selected from the recording and analyzed
~these segments were evenly spaced throughout the record-
ing!. If the sound waveform showed fluctuations in the SPL,
then segments were taken from both the stronger and the
weaker sections of the recording.

Frequency composition was determined by calculating
the sound-pressure~or particle velocity for the geophone
data! spectral density by Fourier analysis, using the
Blackman–Harris minimum three-term window~Harris,
1978!. The averaging time for such measurements was 8.5 s.
The transform length was one second. With windowing, the
spectral resolution was 1.7 Hz with 1-Hz bin separation.
Transforms were overlapped by 50% and therefore 16 power
spectral densities were averaged for each 8.5-s measurement.

To show how received levels varied with distance from
the activity, root-mean-square~rms! broadband sound-
pressure and vibration levels were plotted against range from
the dominant source. An interpretation of these data is com-
plicated by variability of the sources within and between
recordings, and by the possible presence of sound from more
than one sound source. Nevertheless, the ‘‘received level ver-
sus range’’ plots give an estimate of the range of levels re-
ceived at several distances during the activity studied. A tone
was identified when the sound-pressure spectral density level
~SPSDL! for a given frequency was greater than the SPSDL
for both adjacent frequencies, and at least 5 dB above the
nearest minimum SPSDL at a lower frequency. The detection
range for a band or tone was the distance beyond which
SPLs for that band or tone remained constant~within ;62
dB!.

Microphone and geophone data were transferred to disk
files and analyzed in the same way as hydrophone data; val-
ues for all sensors in this paper were unweighted. The three-
axis geophone senses particle velocity in three orthogonal
directions; results from these three channels are presented

separately. Microphone data are expressed in dBre: 20 mPa
and geophone data are expressed in dBre: 1 pm/s~picom-
eter per second!.

When appropriate, a propagation model was fitted to the
broadband data in order to characterize the propagation loss
underwater, in air, and through the ice. The model used was
based on logarithmic spreading loss, appropriate for describ-
ing sound loss versus distance when used within the range of
distances for which measurements were obtained:

Received Level~RL !5A2B• log~R!, ~1!

whereR is the range in m.RL is in dB re: 1 mPa underwa-
ter, dBre: 20 mPa in air, and dBre: 1 pm/s in the ice. When
fitting the model to the data, recordings at increasing dis-
tances from the sound source were included until the broad-
band levels reached a minimum and remained constant~to
within ;62 dB!.

III. RESULTS

A. Underwater sound

1. Broadband levels

Received broadband~10–10 000 Hz! levels of underwa-
ter sound are shown in Fig. 3 for four sets of recording
conditions:No drilling, no productionandNo drilling, with
production@Fig. 3~a!#; Drilling, no productionandDrilling,
with production@Fig. 3~b!#. The highest broadband SPL~124
dB re: 1 mPa! was recorded during drilling, 1 km east of
Northstar. The lowest broadband SPLs~;75 dB re: 1 mPa!
were reached at stations 5–8 km northwest of Northstar, both

FIG. 3. Broadband~10–10 000 Hz! levels of underwater sound as a function
of distance from the drill rig tower on Northstar Island, for conditions of~a!
no drilling, with and without production; and~b! drilling, with and without
production. Data collected on 6, 8, and 9 March 2001, plus 28 February and
1 March 2002, north~N! and east~E! of Northstar. Station numbers are
indicated above their respective datasets~Fig. 1, Table I!. Also shown are
the logarithmic spreading loss models~see the text for details!.
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during and without drilling, and correspond to background
levels. The sound propagation model represented by Eq.~1!
was fitted by least-squares to the recordings obtained during
production but no drilling, for which four stations of data
were available, exclusive of distant stations where received
levels had apparently reached background values. The result-
ing regression line and equation are shown in Fig. 3~a!. The
spreading loss term,B in Eq. ~1!, was 22.0 dB/tenfold
change in distance. Received levels during drilling@Fig.
3~b!# tended to be higher, but were extremely variable. It was
therefore not possible to fit the sound propagation model to a
complete dataset in a reasonable way. Instead, for purposes
of comparison, we fitted the model to the lowest broadband
level recorded at each northern station during both years
~ranges 220, 490, 990, 1990, 4100, and 5000 m!, regardless
of whether production was taking place or not@Fig. 3~b!#.
This allowed us to estimate propagation loss of underwater
sound associated with baseline island activities despite large
variations in SPLs that were likely due to varying activities
at Northstar. The spreading loss term obtained was 21.5 dB/
tenfold change in distance.

Based on the data shown in Fig. 3~a!, we can infer that
the distance at which broadband values reached a minimum
in the absence of drilling was 3–4 km during oil production
at Northstar. Without production SPLs were unchanged
1–4.5 km from the island, beyond which they dropped an-
other 5 dB. During drilling@Fig. 3~b!#, these values were
;4–6 km without production and 5–9.4 km with production
taking place.

2. Spectral characteristics

Figure 4 shows mean underwater one-third-octave band
levels for three sets of recording conditions:~a! Without
drilling or oil production; ~b! without drilling but with oil
production; and~c! with both drilling and oil production tak-
ing place. Elevated and range-dependent received levels are
evident at frequencies below 100 Hz in all three plots. These
likely can be attributed to baseline island sounds such as
power generation. The infrasonic peak centered at 6–8 Hz
was present in the majority of underwater recordings during
both years. Another peak at 125–160 Hz is only prominent in
the data recorded in 2002@Figs. 4~b! and 4~c!# and may
therefore be linked to oil production and/or the operation of
gas turbines. Finally, a peak centered at 1 kHz was associated
with drilling activity in most cases, and was rarely found in
the absence of drilling@Fig. 4~c!#. However, the association
with drilling was not perfect. For example, during recordings
at stations 13 and 17~2 and 5 km, during drilling! the peak
was present in 16 of 17 segments. In contrast, in the absence
of drilling at station 20~7.6 km! it was seen in only 1 of 8
segments.

In summary, it is likely that the peak centered at 1 kHz
was caused by some machinery normally, but not always,
used during drilling. According to the drilling records, the
drilling activities performed during recordings at stations 13,
17, and 21~2, 5, and 9.4 km! were the same, but none of the
segments at the farthest station contained a 1 kHz peak@Fig.
4~c!#. It is therefore likely that the peak was no longer de-
tectable at 9.4 km.

The ‘‘drilling peak’’ near 1 kHz is emphasized in Fig. 5,
which compares narrowband spectra~5–10 000 Hz! of un-
derwater sound with and without drilling. These data repre-
sent two 8.5-s segments recorded in 2002 at station 13, 2 km
from the drill rig, on two consecutive days: one with and one
without drilling. Oil production was taking place on both
occasions. During drilling, received levels were markedly
higher for the 60–250 and 650–1400 Hz bands. The 1 kHz
‘‘drilling peak’’ was also found in drilling segments from
2001, without production taking place.

The presence in Fig. 5 of tones at 20, 30, 40, 50, and 60

FIG. 4. Received underwater sound-pressure levels in one-third-octave
bands~5–8000 Hz center frequencies!, for conditions of~a! no drilling, no
production;~b! no drilling, with production; and~c! drilling and production.
Data collected on 6 March 2001 in~a!, 28 February 2002 in~b!, and 1
March 2002 in~c!.

FIG. 5. Narrowband spectra~5–10 000 Hz! of underwater sound recorded
from the same location~station 13, 2 km from the drill rig! on two consecu-
tive days in 2002, one with drilling and one without. Oil production was
occurring at both times. SPSDL5sound-pressure spectral density level.
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Hz, both during and without drilling, indicates that these
tones are probably related to power generation on the island.
The same set of tones was seen during and without drilling in
2001, with diesel rather than gas-turbine generators. The 60
Hz power generation tone was found out to distances of
2–3.5 km during both years.

Overall, the tones produced by generators, turbines and
compressors on Northstar could not be identified reliably in
the water. In 2001, a 30 Hz tone was detectable up to 6 km
from Northstar. This corresponds to the shaft rate of the die-
sel electric generators, but the presence of the tone in 2002
indicates multiple sources, since the diesel generators had
then been decommissioned. In 2002, tones expected from the
turbines~i.e., in the 150–158 Hz range! were detected at all
stations on 28 February, but only in two segments~at stations
7 and 21! on 1 March. However, the SPLs of these tones
varied independently of their distance from Northstar. Fi-
nally, the shaft rate for the low-pressure compressor~60 Hz!
could not be distinguished from a power generation source.

B. In-air sound

1. Broadband levels

Received broadband~10–10 000 Hz, unweighted! levels
of airborne sound are shown in Fig. 6. To minimize wind
contamination in the data, only recordings obtained with
wind speeds,5 m/s were used. This eliminated all record-
ings from 8 and 9 March 2001. Both the highest~80 dB re:
20 mPa! and lowest~44 dB re: 20 mPa! broadband levels
were obtained in 2002, at the closest~220 m! and farthest
~9.4 km! stations, respectively~Fig. 6!. Broadband levels
east of the island in 2001, before oil production had started,
were 10–15 dB lower than levels north of the island in 2002,
despite the generally lower wind speeds in 2002.

The sound propagation model represented by Eq.~1!
was fitted by least squares to the 2002 data~during produc-

tion! with and without drilling, and the resulting regression
lines and equations are shown in Fig. 6. Spreading loss terms
~20.5 vs 19.6 dB/tenfold change in distance, respectively!
and constant terms@A in Eq. ~1!, 128.6 vs 126.7 dBre: 20
mPa, respectively# were very similar for both situations. On 1
March 2002, which included all the recordings during drill-
ing, broadband levels continued decreasing until the farthest
station, 9.4 km from Northstar. On 28 February 2002, the
day with the least wind and also a day with no drilling,
Northstar was still faintly audible to the field crew at the 5
km station.

2. Spectral characteristics

Figure 7~a! compares one-third-octave band levels for
two stations at which recordings were made on two consecu-
tive days, with and without drilling. These data were ob-
tained in 2002, while production was taking place. Band lev-
els were similar with versus without drilling, consistent with
the close similarity found in broadband levels with versus

FIG. 6. Broadband~10–10 000 Hz, unweighted! levels of airborne sound as
a function of drilling, production, and distance from the drill rig tower on
Northstar Island. Data collected on 6 March 2001~eastward, gray triangles!,
and 28 February and 1 March 2002~northward, open, and filled circles,
respectively!. Station numbers are indicated above their respective datasets.
Also shown are the logarithmic spreading loss models~see the text for
details!.

FIG. 7. Spectra and received levels of airborne sounds as a function of
distance to the source.~a! One-third-octave band levels~12.5–8000 Hz
center frequencies! for two stations where recordings were made on two
consecutive days, one with and one without drilling~28 February and 1
March 2002; production occurring at all times!. ~b! Narrowband spectra
~11–10 000 Hz! from the closest~0.2 km! and farthest~9.4 km! stations on
1 March 2002, during drilling and production. One representative 8.5-s seg-
ment was chosen from each station. SPSDL5sound-pressure spectral den-
sity level. ~c! Unweighted received SPL for the 42–45 Hz tone on 28 Feb-
ruary and 1 March 2002, as a function of distance from Northstar. RL
5received level.
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without drilling ~see Fig. 6!. Distinct peaks can be seen at the
one-third-octave bands centered at 40 and 80 Hz; these peaks
are present at 2 km both with and without drilling. Higher
frequencies~.2 kHz! leveled off 2–5 km from Northstar,
whereas lower frequencies~,630 Hz! continued decreasing
out to the farthest station, 9.4 km from Northstar.

A tone at 42–45 Hz accounts for the peak in the one-
third-octave band centered at 40 Hz@Fig. 7~a!#. This tone
was evident at 11 out of 12 stations sampled in 2002; the
only location at which it was absent was 7.6 km from North-
star on 28 February. The tone was found in 53 of 65 seg-
ments analyzed~82%! and can be seen in Fig. 7~b!, showing
narrowband spectra from the closest and farthest stations on
1 March 2002~during drilling!. This tone is likely part of the
island’s power generation. The sound propagation model
@Eq. ~1!# was fitted by least-squares to the SPL for the tone as
received at every station over both days@Fig. 7~c!#. The
spreading loss term was 22.7 dB/tenfold change in distance.
The greatest difference between the two spectra, about 60
dB, was found at about 350 Hz@Fig. 7~b!#. The 60 Hz power
frequency tone was only detected in a few~5%! segments at
two stations.

A tone at 81 Hz was the cause of the peak in the one-
third-octave band centered at 80 Hz, and was only found in
three recordings: on 28 February at the 1 and 2 km stations
~#11 and 13, respectively! and on 1 March at the 2 km station
~#13!. In the latter case, the peak was present in only part of
the recording, suggesting that it may be linked to a particular
activity or piece of machinery. Activities reported at the rig
during these three recordings did not shed any light on the
possible origin of the tone.

C. Iceborne vibrations

1. Broadband levels

Mean broadband~10–500 Hz! particle velocity ~PV!
levels, as recorded by the geophone channels, are shown in
Fig. 8~a! in the absence of drilling, and in Fig. 8~b! during
drilling. Both plots display 2002 data. In 2001, geophone
measurements were only made on 9 March. Those record-
ings were affected by wind and showed high variability, par-
ticularly for the vertical and H2 channels. The less-affected
H1 data are shown in Fig. 8~b! for comparison with 2002.
Broadband levels for the H1 channel during drilling were
very similar in 2001 with no production@gray filled circles in
Fig. 8~b!# and in 2002 with production~black circles!. How-
ever, in 2001 the H1 values stopped decreasing at 2 km.
Beyond that distance, wind probably became the dominant
source. In 2002, H1 broadband levels continued to decrease
until the farthest station, at 9.4 km.

The sound propagation model represented by Eq.~1!
was fitted by least squares to the 2002 data for H1 , with @Fig.
8~b!# and without@Fig. 8~a!# drilling. As for the in-air data,
the spreading loss terms~19.2 vs 19.6 dB/tenfold change in
distance! and constant terms~159.6 vs 160.5 dBre: 1 pm/s!
were nearly identical with and without drilling. Spreading
loss terms of;20 log(R), whereR is distance~in m! from
Northstar Island, suggest that the island was the dominant
source of the measured iceborne vibrations.

2. Spectral characteristics

Figure 9 presents mean one-third-octave band levels for
the H1 geophone channel~pointing toward the sound source!
for three sets of recording conditions:~a! Drilling but no
production;~b! production but no drilling; and~c! production
and drilling. All three plots show elevated values in the one-
third-octave bands centered at 20–40 Hz, but the peak is
more distinct and more closely related to range from North-
star during production@Figs. 9~b! and 9~c!#. During drilling
and production, this peak is small but still evident 9.4 km
from the island@Fig. 9~c!#. During production@Figs. 9~b! and
9~c!# there is also an increase in received one-third-octave
levels with increasing frequency above 100 Hz, particularly
for the closer stations.

Figure 10 shows narrowband spectra~5–400 Hz! for the
geophone vertical channel at four distances on 1 March
2002, during drilling and production. The largest peaks, at
;27 and 43 Hz, were present in all four recordings. Though
the received levels diminished with increasing range, both
peaks remained relatively prominent out to the farthest sta-
tion, 9.4 km from Northstar. A smaller range-dependent peak
at ;60 Hz could also be distinguished out to 9.4 km. Above
200 Hz, differences in received levels at 1 and 9.4 km were
small, on average,6 dB. Received levels at;7 Hz were the
same at 0.5, 1, and 9.4 km. A peak at this frequency has been
noted in most of our underwater recordings since the begin-
ning of Northstar construction. It did not seem to vary as a

FIG. 8. Mean broadband~10–500 Hz! particle velocity levels as a function
of distance from the drill rig, for all three geophone channels and two
production and drilling conditions in 2002@~a! 28 February and~b! 1
March#. Values for channel H1 in 2001 ~9 March, during drilling but no
production! are also shown in~b!. Station numbers are indicated above their
respective datasets. Also shown are the logarithmic spreading loss models
~see the text for details!. PV5particle velocity.
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function of distance to the island or the activity taking place,
and has been noted independently by other observers~i.e.
Shepardet al., 2001!.

The main results for all three sensors are summarized in
Table II.

IV. DISCUSSION

A. Sounds during drilling

Drilling sounds were readily identifiable underwater~see
Fig. 5! and drilling resulted in marked increases in level for
the frequency bands 60–250 Hz and 650–1400 Hz. The
higher-frequency peak was still clearly detectable 5 km from
the drill rig, but had fallen to background values by the 9.4
km station@Fig. 4~c!#. The lower-frequency peak straddled
the range of frequencies involved in power generation on the

island—60 Hz and multiples thereof. However, power gen-
eration is most likely also responsible for peaks at 10 Hz and
its harmonics~i.e., 20, 30, 40, 50, 70, 80, and 90 Hz!, which
have been common in recordings since the beginning of con-
struction at Northstar~see Greene and McLennan, 2000!.
During drilling it is reasonable to expect an increase in the
level of sound and vibration from any equipment having to
work harder, including the machinery used for power genera-
tion as well as that directly involved in drilling.

In air it was not possible to distinguish drilling sounds
from overall island sounds based on broadband levels~Fig.
6! or on spectral characteristics@Fig. 7~a!#. The logarithmic
spreading loss models obtained with and without drilling
were nearly identical and had very high associatedr values.
There was no temporal variation in broadband SPLs within
stations during drilling on 1 March 2002~Fig. 6!, unlike
what was seen in the underwater recordings@Fig. 3~b!#. In
addition, the field crew could not distinguish drilling sounds
from overall island sounds by listening in the field, even at
the stations closest to Northstar~220–470 m away!. A tone at
42–45 Hz was present both with and without drilling, and in
quiet conditions it was detectable in air at the farthest station
~9.4 km!. Production was occurring at these times, but the
specific origin of the tone is unknown.

Similar results were found for geophone channel H1 .
Broadband levels of iceborne vibrations with or without
drilling were indistinguishable~Fig. 8!. However, the levels
for one-third-octave bands centered at 20–40 Hz were el-
evated during production, and were the same or only margin-
ally higher during drilling plus production as for production
alone@Fig. 9~b! vs 9~c!#.

Thus, the results~see Table II! show that drilling did not
increase the broadband levels of airborne sound or iceborne
vibrations originating from Northstar. In contrast, underwater
broadband levels were notably higher during drilling. Spec-
tral analyses revealed that, for all three sensors, tones or
peaks in frequency believed to originate at the island could
still be detected at the farthest station~9.4 km! but it was
unclear whether these were related to drilling.

Previous studies of underwater~i.e., under-ice! noise
from winter drilling on icebound gravel islands and ice pads
have indicated that drilling noise is clearly detectable at close
ranges, but is generally confined to low frequencies and has
low received levels. Drilling sounds transmit poorly from the
drill rig machinery through gravel into the water~Richardson
et al., 1995!. Malme and Mlawski~1979! measured the un-
derwater sound associated with drilling rigs operating on two
icebound gravel islands~one natural and one man-made!
near Prudhoe Bay during the month of March. They found
that most drilling sound was below 200 Hz and that broad-
band levels reached ambient values;1.5 km from the is-
lands; with low ambient noise, low-frequency tones were
measurable to;9.5 km, but with high ambient noise they
were undetectable beyond;1.5 km. Richardsonet al. ~1990!
reported broadband~20–1000 Hz! drilling sounds from a
rotary-table drill rig on an ice pad grounded in very shallow
water ~6–7 m!. Again, drilling sounds were confined to low
frequencies,,350 Hz. At 2 km, drilling sounds reached 85
dB re: 1 mPa and were barely detectable; this is equivalent

FIG. 9. Received iceborne H1 particle velocity levels for one-third-octave
bands~6.3–400 Hz center frequencies!, for three sets of production and
drilling conditions. Data collected on 9 March 2001 in~a! and 28 February
and 1 March 2002 in~b! and ~c!.

FIG. 10. Narrowband spectra~5–400 Hz! for geophone vertical channel at
four different distances from Northstar, during drilling and production.
SPVSDL5sound particle velocity spectral density level.
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to the values obtained in the present study during drilling
with a top-drive rig and no production@Fig. 3~a!#. Finally,
Greene~1997! measured sounds during February from a
rotary-table drilling operation on Tern Island, an artificial
gravel island in the Liberty Prospect, east of Prudhoe Bay.
Again water depth was 6–7 m, shallower than at Northstar. A
comparison of spectra from the two sites, obtained during
drilling 1160 m from Tern Island and 970 from Northstar,
showed them to be very similar, despite the different types of
drilling rigs. Sound-pressure levels in the Northstar record-
ing were a few dB higher, particularly at low frequencies, but
both spectra displayed prominent tones at 20, 40, 50, 60, and
120 Hz and heightened levels at;30–200 Hz.

Results from the present study indicate that winter drill-
ing can increase underwater sound levels at somewhat higher
frequencies, i.e., 650–1400 Hz. Recording conditions were
unusually quiet~low wind speeds! in 2002, when the ‘‘drill-
ing peak’’ centered at;1 kHz was detectable up to at least 5
km from Northstar. An inspection of unpublished higher-
frequency data from Tern Island~from the work of Greene,
1997! showed that the spectrum there also contained a ‘‘drill-
ing peak’’ at 800–2000 Hz, similar to the results from North-
star ~Fig. 5!.

Sound levels from drilling on icebound caissons with
concrete or metal sides have not been documented very ex-
tensively, but are expected to be somewhat higher than those
from gravel islands given the~presumed! better coupling to
the bottom and water. The CIDS~Concrete Island Drilling
System! is a self-contained floatable concrete structure that is
ballasted down onto the bottom. Hall and Francine~1991!

made under-ice recordings of the sounds produced by the
CIDS during winter drilling with a rotary-table rig. Broad-
band~20–1000 Hz! levels 1370 m from the source were;90
dB re: 1 mPa, which is;2 and 4 dB above values obtained
in this study with and without drilling, respectively, for the
same frequency band. However, Hall and Francine found
that CIDS also produced a much stronger infrasonic tone at
1.375–1.5 Hz, outside the bandwidth considered during this
and other studies of drilling sound. They attributed the infra-
sonic tone to the rotary table drill rig aboard CIDS, which
turned at 75–110 rpm~1.25–1.83 Hz!.

Of all the offshore drilling operations in the Arctic, drill-
ships and their support vessels apparently produce the high-
est sound levels. The drillship hull contains generators, the
drill rig and other machinery, and is well coupled to the
water. Also, support vessels are usually present near drill-
ships. Greene~1987! measured sounds during drilling from
the ice-strengthened drillshipsExplorer II andKulluk ~with a
number of support ships present!. Broadband~20–1000 Hz!
levels 1, 2, and 5 km from theExplorer II andKulluk were
nearly 40 and 50 dB higher, respectively, than levels re-
corded at the same distances during drilling at Northstar.

A number of variables during drilling can potentially
account for some of the temporal variation in broadband lev-
els that is visible in Fig. 3~b!. These include~1! composition
of the layer being drilled through, which was gravel on 8
March 2001 and clay on 9 March 2001;~2! depth of the drill
bit, which varied by an order of magnitude during our mea-
surements~255–2880 m!; ~3! bit torque and rotation rate, the
latter ranging from 0 to 150 rpm;~4! the rate of penetration,

TABLE II. Summary of the main results: highest broadband value recorded and distance~in m! at which it was
recorded; broadband value at 1000 m from the source; ‘‘background’’~i.e., lowest! value and distance at which
this background value was reached; center frequency of the main peaks in the one-third-octave and narrow band
data; spreading loss terms, when available. Underlined center frequencies are the more important ones.

Broadband received levels

Center
frequency of

peak~s!

Spreading
loss term

~dB/tenfold
change in
distance!

Highest level
recorded
~distance!

Lowest
level at
1000 m

‘‘Background’’
level ~closest
distance with
that level!d

Underwater sound
~in dB re: 1 mPa!a

No drilling, no production~N! 98 ~500 m! 83 7,40
No drilling, production 102~220 m! 91 76 ~3–4 km! 7, 20,50, 125 22.0
Drilling, no production~N! 116 ~250 m! 92 77 ~4–6 km!
Drilling, no production~E! 124 ~1000 m! 124 80~5 km!
Drilling and production 104~220 m! 99 76 ~5–9.4 km! 7, 50, 125, 1 k 21.5
In-air sound
~in dB re: 20 mPa!b

No drilling, production 74~470 m! 69 52 ~5 km! 20, 40, 80 19.6
Drilling and production 80~220 m! 67 44 ~9.4 km! 20, 40, 80 20.5
Iceborne vibrations(H1)
~in dB re: 1 pm/s!c

Drilling, no production 114~250 m! 104 95~2–4 km! 25–40
No drilling, production 111~470 m! 100 82~5 km! 25 19.6
Drilling and production 114~220 m! 102 80~9.4 km! 20–31.5 19.2

aBandwidth 5–10 000 Hz for underwater sound~unweighted!.
bBandwidth 10–10 000 Hz for in-air sound~unweighted!.
cBandwidth 5–500 Hz for iceborne vibrations~unweighted!.
dNote that broadband levels of in-air sound and iceborne vibrations did not differ with versus without drilling
or production, and the variation in the distance to background levels is due entirely to the variation in recording
conditions. Similarly, only drilling affected underwater levels of broadband sound~see the text!.
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ranging from 6 to 150 m per hour during our measurements;
and ~5! bathymetry, which was shallower east than north of
the island. In addition, other sources of sound were operating
on the island and in the Prudhoe Bay area, and could con-
tribute to overall SPLs. Activities started, stopped, or
changed in an uncontrolled manner within and between our
recordings at different distances. On the island itself, the type
and identity of the generators and turbines involved in power
generation varied on a daily—and sometimes hourly—basis.
Nevertheless, despite this variation in the data, fitting a loga-
rithmic propagation loss model to the minimum values re-
corded during drilling resulted in a spreading loss term very
close to that obtained with no drilling, i.e., about 20 dB/
tenfold change in distance.

B. Sounds during production

Production operations were underway in early 2002 but
not in early 2001. There was little evidence that oil produc-
tion at Northstar during wintertime led to higher levels of
underwater sound. Underwater broadband levels recorded
north of the island were similar with and without production,
whether or not there was simultaneous drilling~Fig. 3!. Al-
though the broadband underwater levels did not seem to be
affected appreciably by the occurrence of production, one-
third-octave analysis~Fig. 4! revealed a peak at 125–160 Hz
that could be due to production. This peak was no longer
detectable 5 km from the island, either with@Fig. 4~c!# or
without @Fig. 4~b!# simultaneous drilling. Thus, oil produc-
tion at Northstar did not cause any substantial increase in
overall broadband levels of underwater sound relative to the
levels in the absence of production. However, production
probably caused a change in frequency composition. This
was to be expected for two reasons:~1! ‘‘No production’’
recordings were obtained while diesel generators provided
the island’s power source~2001!, whereas ‘‘production’’ re-
cordings were obtained after the island had shifted to gas
turbines~2002!; ~2! production implies the use of compres-
sors, which were an additional sound source.

There were not enough good quality in-air recordings to
determine the effect of oil production on airborne levels. In
the absence of drilling, measurements madenorth of the is-
land with production~open circles in Fig. 6! had higher
broadband levels than did measurements at similar distances
eastof the island with no production~gray triangles in Fig.
6!. Although consistent with the expectation that in-air
sounds would be stronger with than without production, the
apparent difference is more likely a function of the recording
location.

There was no evidence that ice vibration levels, on a
broadband~10–500 Hz! basis, were affected by the start of
oil production or the associated change in power source.
Geophone recordings north of the island during 2001 and
2002 yielded nearly identical values up to 2 km from North-
star @Fig. 8~b!; gray versus black circles#. At 2 km, particle
velocity levels reached a minimum~;97 dB re: 1 pm/s! in
2001, most likely because of the higher wind speeds during
those recordings. Sounds of snow blowing on the ice surface
were distinct on the geophone recordings. Levels in the
bands centered at 25–40 Hz were slightly elevated with drill-

ing and no production@Fig. 9~a!#, but increased with produc-
tion and drilling combined@Fig. 9~c!#. This was probably a
result, at least in part, of the increased demand for power
generation during these activities; indeed, a peak centered at
25 Hz was still evident 9.4 km from Northstar@Figs. 9~c! and
10#.

C. Sounds from power generation

The electric power source at Northstar Island consisted
of diesel generators during acoustical measurements in early
2001 and gas turbine generators in early 2002. Also, gas
turbine compressors were in use in 2002 to compress and
inject natural gas. Overall, the transition from diesel to gas
turbine power did not seem to result in detectable changes in
broadband levels of island sounds in the water or in the ice.
In-air sound recordings obtained before and after the transi-
tion were not directly comparable because of different re-
cording locations~N vs E!. Tones expected underwater from
the generators and turbines variously could not be found, or
appeared unpredictably in time and space, or were multiples
of the 60 Hz power generation tone and were therefore not
distinguishable. In both years, the 60 Hz tone could not be
detected beyond 3.5 km underwater and was unusual in air.
Tones at frequencies of 42–45 Hz were detectable in air at
all stations, but their origin was unknown. The sounds from
power generation were low frequency in nature and con-
tained a number of tones~as well as their harmonics! at
frequencies below 100 Hz. Tones in the 10 Hz family~e.g.,
10, 20, 30 Hz, etc.! are attributed to vibrations in the diesel–
electric power generation. These tones have been prevalent
in all recordings~during both winter and summer! since the
first utility generator was installed on Northstar in August
2000.

D. Background levels

Underwater background levels, as recorded at the far-
thest stations, were 77 dBre: 1 mPa in 2001 and 76 dB in
2002~broadband, 10–10 000 Hz band!. The spectrum levels
of these background sounds were well below the Knudsen
et al. ~1948! sea state 0 curve, and fall within the range of
other under-ice ambient noise measurements made away
from anthropogenic sound sources~e.g., Greene and Buck,
1964; Milne and Ganton, 1964!.

In-air sound levels recorded during drilling and produc-
tion ~filled circles in Fig. 6! decreased to as low as 44 dBre:
20 mPa ~broadband, 10–10 000 Hz! at the farthest station
~9.4 km!. Because the values never reached a minimum, we
cannot state with certainty that these were background levels.
If A-weighted, these data convert to broadband levels of 20
dBA re: 20 mPa. This value falls at the lower range of the
Kinsler et al. ~2000! ‘‘wilderness’’ category~given in dBA!,
corresponding to some of the quietest environments found in
nature. They are also the lowest in-air broadband levels we
have recorded in the area since Northstar construction began
in 2000.

In 2002, broadband~10–500 Hz! PV levels measured in
the ice during drilling and production for geophone axis H1

~pointing toward Northstar! continued decreasing until the
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farthest station~9.4 km!, reaching a low of 80 dBre: 1 pm/s.
Greene and Buck~1964! reported spectrum levels of vertical
velocity ~25–1000 Hz band! as received by a seismometer
~geophone! in thin ~38 cm! ice far offshore in the Beaufort
Sea. Recording conditions during our measurements were
exceptionally quiet, so we compared vertical data from our
most distant station~9.4 km from Northstar, Fig. 10; ice
thickness 1.5 m!, with the lowest values found by Greene
and Buck~1964!. Broadband levels 9.4 km from Northstar
were probably close to background values. Minimum values
measured by Greene and Buck~1964! were about 5 dB lower
than those in the present study at 25 Hz, but higher by 9–11
dB at 50, 100, 200, and 400 Hz. The Greene and Buck mea-
surements were made during April in the central Arctic ice
pack, a more dynamic environment~in terms of ice move-
ment! than the shore-fast ice of our study. This could explain
their higher values at frequencies above 30 Hz. Also, their
study area was completely removed from industrial activity,
whereas our measurements 9.4 km from Northstar still con-
tain evidence of industry-related vibrations, such as the
peaks at 24 and 43 Hz~Fig. 10!.

The shallow water depth around Northstar will tend to
limit the transmission of low frequencies. This results in a
‘‘dip’’ in received levels, mainly below 20 or 30 Hz, which
can be seen in data from both the hydrophone~Fig. 5! and
the geophone~Fig. 10!. Low-frequency cut-off in propaga-
tion could therefore explain the lower received levels in the
10–30 Hz frequency range.

E. Detection ranges

The ranges at which Northstar sounds reached back-
ground levels varied among the three media~water, air, and
ice! and are summarized in Table II. These ranges are strictly
the distances at which broadband levels stopped decreasing;
stronger frequency peaks or tones produced by Northstar
were detectable beyond these distances. It is important to
point out that the ranges were also a function of the record-
ing conditions, determined principally by wind speed. Wind
affected all sensors in 2001, but particularly the microphone
and the geophone. The detection ranges at times with the
best recording conditions and the highest source levels yield
conservative~high! estimates of island audibility. Therefore
we mainly based our ranges on data collected in 2002, during
production and when recording conditions were the quietest.
Northstar sounds then reached background levels underwater
by 10 km with drilling and 3–4 km without. In air, back-
ground levels were reached 5–10 km from Northstar, de-
pending on the wind, irrespective of drilling. In the ice, back-
ground vibration levels were reached 2–10 km from the
island, depending on the geophone channel and the wind
speed. At times with high background noise~e.g., windy pe-
riods!, Northstar sounds disappeared below ambient levels at
closer distances.

Northstar is located in shallow Arctic waters and was
surrounded by land-fast ice during this study in early 2001
and early 2002. The island was also mainly in a drilling
and/or production phase, rather than an active construction
phase. We conclude that the sounds produced during the ac-
tivities studied here, and for all three sensors, reached back-

ground levels by 10 km in quiet ambient conditions, and by
2–5 km in noisier ambient conditions. Drilling produced a
wide range of SPLs, depending on the type of drilling activ-
ity. Overall, sound levels from Northstar during drilling and
production were low in comparison with drill ships or drill-
ing from caissons, and comparable to drilling from grounded
ice pads or other artificial islands. Sounds recorded from all
three types of sensors showed a very consistent spreading
loss of about 20 dB/tenfold change in distance over the range
of distances studied~0.2–9.4 km!.

F. Audibility by seals

The maximum detection distances presented above are
based on data extending, on a unweighted basis, from 10 to
10 000 Hz for underwater and airborne sounds, and from 10
to 500 Hz for iceborne vibrations. However, seals do not
have equal hearing sensitivity at all frequencies~Richardson
et al., 1995; Kastak and Schusterman, 1998!. The auditory
sensitivity of ringed seals, which occupy the land-fast ice
near Northstar, has been documented only at frequencies>1
kHz underwater~Terhune and Ronald, 1975!, and not at all
in air. More information exists for harbor seals,Phoca vitu-
lina ~Møhl, 1968; Terhune and Turnbull, 1995; Kastak and
Schusterman, 1998; Schustermanet al.1!, which are close
relatives of ringed seals. To assess the audibility of Northstar
sounds to seals, we compared one-third-octave band levels of
recorded sounds to available audiogram data for both spe-
cies, both underwater@Fig. 11~a!# and in air @Fig. 11~b!#.
~The detectability of ice vibrations to seals cannot at this
point be discussed, as we are not aware of any publications
on that topic.! These comparisons assume that the critical
bandwidth~CBW! for ringed and harbor seal hearing is ap-
proximately one-third-octave, and that detection occurs when
the signal level in one or more one-third-octave bands ex-
ceeds the auditory threshold at the corresponding frequen-
cies.

These assumptions seemed more reasonable to us than
adding critical ratios~CRs! to spectrum levels of industrial
sound, in a case where the signal spectrum contains tones or
is otherwise far from flat~see, for example, Fig. 5!. For
ringed seals, CBWs underwater were estimated by Terhune
and Ronald~1975! using Fletcher’s~1940! equal power
method. At frequencies below 1 kHz the CBW decreased
with increasing frequency but was centered at about one-
third-octave. Terhune and Turnbull~1995! made the same
type of estimate for harbor seals underwater, and found much
narrower CBWs below 1 kHz, close to one-twelfth octave.
Recent studies on auditory masking have suggested that di-
rectly measured critical bandwidths in some seal species may
be narrower than one-third-octave~i.e., Southall et al.,
2003a! and that Fletcher’s~1940! equal power method may
be of limited accuracy, at least in humans~Zwicker et al.,
1957; Patterson, 1976!. Finally, Southall et al. ~2003b!
showed that directly measured CBWs in a harbor seal in air
are much wider than previously estimated based on CRs and
are very close to one-third-octave. Given this information,
plus the limited available data on auditory sensitivity of
seals, especially at low frequencies, our comparisons should
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be recognized as first approximations. In the discussion be-
low we have assumed a CBW of one-third-octave, but dis-
cuss the implications if it is narrower.

All underwater and in-air samples shown in Fig. 11 were
collected north of Northstar during drilling, except where
otherwise stated.Underwater received one-third-octave
band levels;200 m from Northstar~not shown! were gen-
erally above auditory thresholds. Sample 1~990 m E of
Northstar! had a broadband level of 124 dBre 1 mPa ~see
Fig. 3!, one of the highest received levels during drilling. For
this sample, received levels at all frequencies were at or
above threshold levels for both ringed and harbor seals. In
contrast, sample 2, obtained at the same distance but north of
the island, had levels either at the auditory threshold or well
below it. Samples 3 and 4 were obtained 1970 m from
Northstar, with and without ongoing drilling, respectively.
One-third-octave band levels were below threshold, except
for frequencies near the ‘‘drilling peak’’~;1 kHz! in sample
3. Sample 5, at 5 km, was also below threshold levels. The
maximum detection distance for a seal would therefore be
particularly variable during drilling, but in most cases close
to ;2 km. In air , received levels were compared with two
different sets of threshold levels for harbor seals:~1! a ‘‘com-
posite’’ audiogram based on three published studies@open
circles in Fig. 11~b!#; and~2! recent unpublished audiometric
data by Schustermanet al.1 @filled circles in Fig. 11~b!#.

~i! A comparison with the composite~older! audiogram
data shows that received levels at 220 and 470 m
~samples 6 and 7! were above the harbor seal thresh-
olds for at least some frequencies, whereas levels be-
yond 970 m~samples 8–10! were below threshold at
all measured frequencies. The maximum detection
distance based on these data would be;0.75 km.

~ii ! In contrast, one-third-octave band levels at most fre-
quencies remained above the more recent audiogram
out to a distance of;2 km ~sample 9!. At the 5 km
station ~sample 10! received levels were above the
more recent harbor seal hearing threshold only for
frequencies above 1.6 kHz. However, near and above
1.6 kHz, one-third-octave levels were identical at the
5, 7.6, and 9.4 km stations~not shown!, indicating
that island sounds were no longer contributing mea-
surably to these frequencies and the seals were un-
likely to hear components of island sound above 1.6
kHz.

Using this method of comparison, island sounds were
probably audible to seals, at least intermittently, out to;2
km in water and nearly 5 km in air~using the more recent
Schustermanet al.1 data!. However, given the wide variation
in received levels, the sounds would not always be audible to
seals this far away. For example, sounds recorded underwater
990 m north of the island during production and drilling@Fig.
11~a!, sample 2# would have been barely audible to a seal at
that location, whereas those recorded 990 m east of Northstar
with production and drilling~sample 1! were likely quite
audible. In addition, during February and March ringed seals
spend much of their time on the ice inside snow lairs~Smith
and Stirling, 1975!. Snow has an important dampening effect
on in-air sounds, on the order of;40 dB ~broadband! per
meter of snow thickness~Blix and Lentfer, 1992!. This
would reduce considerably the range of detectability of in-air
sounds to a ringed seal in its lair.

If we assume a critical bandwidth for ringed seal hearing
that is closer to one-twelfth octave, rather than one-third-
octave, then the audiogram data in Fig. 11 would have to be
compared to one-twelfth octave levels of industrial sound.
These would be lower than one-third-octave levels, conse-
quently decreasing the audibility ranges of Northstar sounds
to seals.

There is no standardized procedure for comparing
sounds with audiogram data the way we attempted in Fig. 11.
Since audiogram data are based on the perception of pure
tones whereas the industrial sound we compare them to is
anything but pure tones, another possible method is to recal-
culate the pure tone detection thresholds into flat signal spec-
trum levels across each band of the same bandwidth as the
industrial sound. Doing this with the data in Fig. 11 lowers
the audiogram threshold levels compared to the sound spec-
tral density levels of Northstar sound, and consequently in-
creases the audibility ranges. Determining the correct proce-
dure for these types of comparisons will be an important step
when attempting to gauge the effect of industrial sound on
marine mammals or other animals.

FIG. 11. A comparison of one-third-octave band levels of industrial sound
with hearing threshold levels for harbor and ringed seals.~a! Underwater:
ringed seal audiogram~open triangles! from Terhune and Ronald~1975!;
‘‘composite’’ audiogram~open circles! for harbor seals based on three sets
of measurements~Møhl 1968; Terhune and Turnbull, 1995; Kastak and
Schusterman, 1998!. ~b! In air: ‘‘composite’’ audiogram~open circles! for
harbor seals based on the same studies as in~a!; recent unpublished data
~closed circles! from Schustermanet al. ~see Endnote 1!. D5drilling,
E5east, RL5received level.

3210 J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Blackwell et al.: Oil production sounds in winter



ACKNOWLEDGMENTS

This study was funded by BP Exploration~Alaska! Inc.
to fulfill BP’s policy of documenting and minimizing envi-
ronmental impacts and to satisfy monitoring requirements
associated with the Northstar oil development. We thank J.
Leavitt ~LGL Alaska! and A. Seitz~Greeneridge Sciences!
for help in the field, and B. Dunbar, D. Otton, C. Hermans,
and C. Lester with Alaska Interstate Construction~AIC! for
being our all-terrain vehicle drivers. M. Williams, S. Sch-
wenn, and C. Perham~LGL Alaska! helped with logistics.
For logistical support and problem solving at Northstar we
thank J. Huey~BP!, R. Greenway, and R. Vogel~AIC!, and
W. Cullor and A. Erickson~Oasis Environmental!. J. Huey
provided the picture of Northstar in Fig. 2. G. Kidd, J. Polya,
J. McDade, S. Carboy, and M. Johns provided us with infor-
mation on drilling activities and machinery schedules. Dr. W.
Burgess~Greeneridge Sciences! helped with Fig. 1. We thank
Dr. R. Schusterman for permission to use the recent harbor
seal audiometric data. Dr. B. Southall reviewed the manu-
script and greatly improved the section on audibility by
seals. Finally, we thank Dr. R. Jakubczak, Dr. W. Streever
~BP!, and D. Trudgen~Oasis Environmental! for their sup-
port, and Dr. W. Streever, R. Suydam, and an anonymous
reviewer for their critical review.

1Schusterman, R. J., Kastak, D., Southall, B. L., Reichmuth Kastak, C., and
Holt, M. M. ‘‘Noise-induced temporary threshold shift in pinnipeds: effects
of exposure medium, intermittence, duration, and intensity,’’ Presentation at
ECOUS ~Environmental Consequences Of Underwater Sound! meeting,
12–16 May 2003, San Antonio, TX.

Blackwell, S. B., Lawson, J. W., and Williams, M. T.~2004!. ‘‘Tolerance by
ringed seals~Phoca hispida! to impact pipe-driving and construction
sounds at an oil production island,’’ J. Acoust. Soc. Am.115, 2346–2357.

Blix, A. S., and Lentfer, J. W.~1992!. ‘‘Noise and vibration levels in artifi-
cial polar bear dens as related to selected petroleum exploration and de-
velopmental activities,’’ Arctic45, 20–24.

Fletcher, H.~1940!. ‘‘Auditory patterns,’’ Rev. Mod. Phys.12, 47–65.
Greene, Jr., C. R.~1987!. ‘‘Characteristics of oil industry dredge and drilling

sounds in the Beaufort Sea,’’ J. Acoust. Soc. Am.82, 1315–1324.
Greene, Jr., C. R.~1997!. ‘‘Underice drillrig sound, sound transmission loss,

and ambient noise near Tern Island, Foggy Island Bay, Alaska, February
1997,’’ report from Greeneridge Sciences Inc., Santa Barbara, CA, and
LGL Alaska Research Associates Inc., Anchorage, AK, for BP Explor.
~Alaska! Inc., Anchorage, AK, p. 24.

Greene, Jr., C. R., and Buck, B. M.~1964!. ‘‘Arctic Ocean ambient noise,’’
J. Acoust. Soc. Am.36, 1218–1220.

Greene, Jr., C. R., and McLennan, M. W., with Blaylock, R. W.~2000!.
‘‘Sound and vibration measurements during Northstar construction in
early 2000,’’ p. 4-1 to 4-31 in ‘‘Monitoring of ringed seals and sounds
during construction of BP’s Northstar oil development, Alaskan Beaufort
Sea, winter and spring 1999–2000: 90-day report,’’ LGL Rep. TA2426-1.
Rep. from LGL Ltd., King City, Ont., and LGL Alaska Res. Assoc. Inc.,
Anchorage, AK, for BP Explor.~Alaska! Inc., Anchorage, AK, and Nat.
Mar. Fish. Serv., Anchorage, AK, and Silver Spring, MD, edited by W. J.
Richardson and M. T. Williams, p. 107.

Hall, J. D., and Francine, J.~1991!. ‘‘Measurements of underwater sounds
from a concrete island drilling structure located in the Alaskan sector of
the Beaufort Sea,’’ J. Acoust. Soc. Am.90, 1665–1667.

Harris, F. J.~1978!. ‘‘On the use of windows for harmonic analysis with the
discrete Fourier transform,’’ Proc. IEEE66, 51–83.

Kastak, D., and Schusterman, R. J.~1998!. ‘‘Low-frequency amphibious
hearing in pinnipeds: methods, measurements, noise, and ecology,’’ J.
Acoust. Soc. Am.103, 2216–2228.

Kinsler, L. E., Frey, A. R., Coppens, A. B., and Sanders, J. V.~2000!.
Fundamentals of Acoustics, 4th ed.~Wiley, New York, NY!, pp. 360–361.

Knudsen, V. O., Alford, R. S., and Emling, J. W.~1948!. ‘‘Underwater
ambient noise,’’ J. Mar. Res.7, 410–429.

Malme, C. I., and Mlawski, R.~1979!. ‘‘Measurements of underwater acous-
tic noise in the Prudhoe Bay area,’’ BBN Tech. Memo, 513, Rep. from
Bolt Beranek & Newman Inc., Cambridge, MA, for Exxon Prod. Res. Co.,
Houston, TX, p. 74.

Milne, A. R., and Ganton, J. H.~1964!. ‘‘Ambient noise under Arctic-sea
ice,’’ J. Acoust. Soc. Am.36, 855–863.

Møhl, B. ~1968!. ‘‘Auditory sensitivity of the common seal in air and wa-
ter,’’ J. Aud Res.8, 27–38.

Moulton, V. D., Richardson, W. J., McDonald, T. L., Elliott, R. E., and
Williams, M. T. ~2002!. ‘‘Factors influencing local abundance and haulout
behaviour of ringed seals~Phoca hispida! on landfast ice of the Alaskan
Beaufort Sea,’’ Can. J. Zool.80, 1900–1917.

Moulton, V. D., Richardson, W. J., McDonald, T. L., Elliott, R. E., Williams,
M. T., and Nations, C.~2003a!. ‘‘Effects of Northstar on local abundance
and distribution of ringed seals~Phoca hispida! of the Alaskan Beaufort
Sea,’’ p. 5-1 to 5-23, in ‘‘Monitoring of industrial sounds, seals, and bow-
head whales near BP’s Northstar Oil Development, Alaskan Beaufort Sea,
1999–2002,’’ LGL Rep. TA2702-3, Rep. from LGL Ltd., King City, Ont.,
and Greeneridge Sciences Inc., Santa Barbara, CA, for BP Explor~Alaska!
Inc., Anchorage, AK, and Nat. Mar. Fish. Serv., Anchorage, AK, and Sil-
ver Spring, MD, edited by W. J. Richardson and M. T. Williams.

Moulton, V. D., Richardson, W. J., Williams, M. T., and Blackwell, S. B.
~2003b!. ‘‘Ringed seal densities and noise near an icebound artificial is-
land with construction and drilling,’’ Acoust. Res. Lett. Online4, 112–
117.

Patterson, R. D.~1976!. ‘‘Auditory filter shapes derived with noise stimuli,’’
J. Acoust. Soc. Am.59, 640–654.

Richardson, W. J., Greene, Jr., C. R., Koski, W. R., Malme, C. I., Miller, G.
W., Smultea, M. A., and Wu¨rsig, B. ~1990!. ‘‘Acoustic effects of oil pro-
duction activities on bowhead and white whales visible during spring mi-
gration near Pt. Barrow, Alaska-1989 phase,’’ OCS Study MMS 90-0017;
LGL Rep. TA848-4. Rep. from LGL Ltd., King City, Ont., for U.S. Min-
erals Manage. Serv., Herndon, VA, p. 284 NTIS PB91-105486.

Richardson, W. J., Greene, Jr., C. R., Malme, C. I., and Thomson, D. H.
~1995!. Marine Mammals and Noise~Academic, San Diego, CA.!, pp.
127–132 and 207–218.

Shepard, G. W., Krumhansl, P. A., Knack, M. L., and Malme, C. I.~2001!.
‘‘ANIMIDA phase I: ambient and industrial noise measurements near the
Northstar and Liberty sites during April 2000,’’ BBN Tech. Memo. 1270;
OCS Study MMS 2001-0047. Rep. from BBN Technologies Inc., Cam-
bridge, MA, for U.S. Minerals Manage. Serv., Anchorage, AK, p. 66.

Smith, T. G., and Stirling, I.~1975!. ‘‘The breeding habitat of the ringed seal
~Phoca hispida!. The birth lair and associated structures,’’ Can. J. Zool.
53, 1297–1305.

Southall, B. L., Schusterman, R. J., and Kastak, D.~2003a!. ‘‘Acoustic
communication ranges for northern elephant seals~Mirounga angustiros-
tris!,’’ Aquat. Mamm.29, 202–213.

Southall, B. L., Schusterman, R. J., and Kastak, D.~2003b!. ‘‘Auditory
masking in three pinnipeds: aerial critical ratios and direct critical band-
width measurements,’’ J. Acoust. Soc. Am.114, 1660–1666.

Terhune, J. M., and Ronald, K.~1975!. ‘‘Underwater hearing sensitivity of
two ringed seals~Pusa hispida!,’’ Can. J. Zool.53, 227–231.

Terhune, J., and Turnbull, S.~1995!. ‘‘Variation in the psychometric func-
tions and hearing thresholds of a harbour seal,’’ inSensory Systems of
Aquatic Mammals, edited by R. A. Kastelein, J. A. Thomas, and P. W.
Nachtigall ~De Spil, Woerden, the Netherlands!, pp. 81–93.

Zwicker, E., Flottorp, G., and Stevens, S. S.~1957!. ‘‘Critical bandwidth in
loudness summation,’’ J. Acoust. Soc. Am.29, 548–557.

3211J. Acoust. Soc. Am., Vol. 116, No. 5, November 2004 Blackwell et al.: Oil production sounds in winter
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Backscattered rf signals used to construct conventional ultrasound B-mode images contain
frequency-dependent information that can be examined through the backscattered power spectrum.
The backscattered power spectrum is found by taking the magnitude squared of the Fourier
transform of a gated time segment corresponding to a region in the scattering volume. When a time
segment is gated, the edges of the gated regions change the frequency content of the backscattered
power spectrum due to truncating of the waveform. Tapered windows, like the Hanning window,
and longer gate lengths reduce the relative contribution of the gate-edge effects. A new gate-edge
correction factor was developed that partially accounted for the edge effects. The gate-edge
correction factor gave more accurate estimates of scatterer properties at small gate lengths compared
to conventional windowing functions. The gate-edge correction factor gave estimates of scatterer
properties within 5% of actual values at very small gate lengths~less than 5 spatial pulse lengths!
in both simulations and from measurements on glass-bead phantoms. While the gate-edge correction
factor gave higher accuracy of estimates at smaller gate lengths, the precision of estimates was not
improved at small gate lengths over conventional windowing functions. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1798353#

PACS numbers: 43.80.Qf, 43.80.Vj@FD# Pages: 3212–3223

I. INTRODUCTION

A conventional ultrasound B-mode image relates the en-
velope of each backscattered radio-frequency~rf! time signal
to a gray-scale value. A conventional ultrasound B-mode im-
age is made up of adjacently spaced axial time signals that
have, in general, been envelope detected. Each envelope-
detected time signal is a series of echoes backscattered from
structures in the interrogated medium.

In a conventional ultrasound B-mode image, the
frequency-dependent information in a rf time signal is not
utilized. The frequency-dependent information in a rf time
signal has been hypothesized to be related to the tissue mi-
crostructure ~structures less than the ultrasound
wavelength!.1–13 Parametrization of the frequency depen-
dence of backscattered signals from tissues has allowed the
characterization of tissues. Several researchers have used
quantitative ultrasound~QUS! information about the shape
of the spectrum of backscattered ultrasound to classify tissue
microstructure and identify disease.2,9,11–16Other researchers
have been able to estimate the size, shape, and internal
make-up of scatterers in tissues from~QUS!
models.3,5–7,9–11,16

Scattering from tissues is often modeled using the Born
approximation~no multiple scattering!.17 Regions of interest
~ROIs! are chosen from interrogated volumes, and the spec-
tral properties of the rf signal corresponding to the ROIs are
quantified and related to models of tissue scattering. Tissue
scattering often represents a stochastic process with incoher-

ent and coherent scattering.17–19 The incoherent scattering
includes information about the size, shape, density, and me-
chanical properties of the scatterers.19 If a model accurately
describes the incoherent part of the scattered spectrum, then
estimates of scatterer properties can be made. If the spatial
arrangement of the scatterers is regular or periodic, a coher-
ent component is introduced into the backscattered signal.
For truly random or diffuse scattering, the coherent part of
the spectrum appears as noise to the incoherent part of the
spectrum.

If the total interrogated volume is not homogeneous but
is suspected of having a distribution of nonuniform scatter-
ers, i.e., tissues, then taking large ROIs in the volume may
not give the same average structural information as that of
smaller ROIs. In the case of tissue interrogation, smaller
ROIs are chosen within the interrogated volume to resolve
changing structure within the interrogated volume. The
smaller ROIs are then assumed to have a distribution of uni-
form scatterers within a larger volume composed of a pos-
sible larger distribution of different scatterers. Typically, an
ROI is constructed from several rf time signal realizations
axially gated to a particular length. If the gate length used to
make spectral estimates is too small, a bias is introduced~the
estimates are less accurate!.20 There exists a trade-off be-
tween the smaller ROI size~better axial resolution! and the
ability to make accurate and precise scatterer property esti-
mates in media characterized by randomly spaced scatterers.
This trade-off has been expressed in terms of the stability–
time–bandwidth product.21 Reducing the size of gated time
signal increases the bias of estimates in the spectral domain
and causes more distortion of the spectrum.22 Tapered win-a!Electronic mail: oelze@uiuc.edu
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dows decrease sidelobe contribution that reduces the bias.
However, the broader main lobe correlates consecutive fre-
quency values increasing noise in variance of estimates.21

Numerous studies have examined the effects of the axial
gate length and windowing function on the accuracy and
precision of scatterer property estimates in the context of
ultrasound. One study showed that when the gated length
was not large~5 times the wavelength at the center fre-
quency! the measured backscattered power spectrum did not
fit the theoretical power spectrum well no matter what win-
dowing function was used.23 As the size of the gated length
increased, the measured backscattered power spectrum fit the
theoretical power spectrum better. Further, a better fit to the
theoretical power spectrum occurred at a gate length of 12.5
times the wavelength at the center frequency when a Han-
ning window was used over that of a rectangular window.
Other studies showed that as the length of the axial gate was
larger than the spatial pulse length~SPL!, the contribution of
the coherent spectrum was reduced, improving the accuracy
and precision of scatterer property estimates.18,24As the size
of the axial gate length was reduced to the SPL, it was noted
that the effects of the pulse needed to be incorporated.25 At-
tempts were made with limited success to correct for the
small gate truncation errors using a deconvolution method.26

If the edge effects of gated time segments can be corrected,
then the axial resolution, at which accurate estimates of scat-
terer properties are made, may be improved further. How-
ever, the precision of estimates of scatterer properties may
not be improved by correcting for the edge effects.

In another study, axial resolution for ROIs was opti-
mized to a length of 10 times the wavelength of
interrogation.15 In that study, a line was fit to the backscat-
tered power spectrum versus gated axial length using a Han-
ning window. The 10-wavelength ROI was chosen at the
point where the slope estimates from the best-fit line first
converged. The study examined the accuracy of slope esti-
mates versus axial length and did not consider the precision
in making estimates versus axial length.

In the study reported herein, the accuracy of scatterer
property estimates of smaller gate lengths is improved, and
the bias is removed, by developing and using a gate-edge
correction factor. The analysis assumes that the scatterers are
randomly spaced and that the coherent component of the
backscattered spectrum is small relative to the incoherent
component. The approach is unique in that it applies physical
principles of the scatterers rather than purely signal-
processing techniques to reduce bias in spectral estimates.
The gate-edge correction factor allows the axial resolution to
be enhanced beyond typical gating techniques that involve
conventional windowing functions. Section II describes the
theory behind backscattering from weakly scattering vol-
umes and the development of the gate-edge correction factor.
Section III details the construction of simulations and mea-
surements from physical phantoms with randomly spaced
glass beads. Section IV presents the results of the simulations
and physical phantom measurements and compares the dif-
ferent gating functions with the gate-edge correction factor.
The final section~Sec. V! provides some conclusions about
the study.

II. THEORY

Consider a medium filled with random scatterers. A
pulse is propagated from a source into the scattering medium
and each scatterer reradiates the incident pulse and modifies
its frequency content, giving an echo signal. Figure 1 repre-
sents a simple case of a few scatterers randomly spaced in
the scattering medium. Each scatterer has an echo signal as-
sociated with it in time and these echo signals are summed
back at the source to form a backscatter wavetrain.

The echo signals from the scatterers contain frequency-
dependent information that is related to the size, shape, and
mechanical properties of the scatterers. The frequency-
dependent information can be determined by gating out a
portion of the backscattered wavetrain and taking the Fourier
transform of the gated time signal. QUS models then relate
the backscattered power spectrum, which is the magnitude
squared of the Fourier spectrum, to properties of the scatter-
ers.

The gating of time signals allows estimates of scattering
properties to be related to distinct ROIs in the volume under
interrogation. However, the gating process also adds un-
wanted frequency content into the backscattered power spec-
trum. The unwanted frequency content leads to inaccurate
estimates of scatterer properties. The reason that the gating
adds unwanted frequency content into the spectrum can be
illustrated. In Fig. 1 the time signal is gated using a rectan-
gular window. When the signal is gated, inevitably echo sig-
nals will be abruptly truncated at the edges of the gate, lead-
ing to added higher frequency content in the backscattered
power spectrum.

A couple of ways exist to reduce the effects of the gate
edges. One way is to apply windows that taper at the edges,
i.e., the Hanning window. The tapered windows reduce the
high-frequency content added into the gated time signal by
making the edges more continuous. Another way to reduce
the effects of the gate edge is to make the total gate length

FIG. 1. Comparison between scatterers located at variable distances from a
source and the time signal associated with the position of each scatterer and
the gated signal.
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longer. When the gate is longer, the effects of the echo sig-
nals truncated at the gate edge are minimized relative to the
larger number of unaffected echo signals located in the
middle of the gate. The longer the gate length, the better the
accuracy of the estimates of scatterer properties at the ex-
pense of spatial resolution.20

The gated region can be broken into a middle region
~gate interior! and two edge regions~Fig. 2!. The edge re-
gions are the size of the backscattered echo signal pulse~1
SPL! and the edge regions represent the time durations from
where truncated echo signals will originate. The length of a
backscattered echo signal pulse will depend on the initial
excitation pulse and the type of scatterer in the interrogated
medium. The middle portion of the gated region represents
the region from where unaltered echo signals originate. The
time signal from a gated region,r (t), can be represented as
the sum ofN8 identical scatterers in the gated volume by27

r ~ t !5s~ t1t1!1s~ t1t2!1¯1s~ t1tN!1sp1~ t1tp1!

1¯1spNp
~ t1tpNp

!1sd1~ t1td1!

1¯1sdNd
~ t1tdNd

!, ~1!

whereN85N1Np1Nd , s(t1t i) represents the echo signal
from a single scatterer located temporally at timet1t i , and
sp andsd represent echo signals that have been truncated at
different points by the proximal and distal gate edges, re-
spectively.

Figure 1 schematically demonstrates that the time signal
contains truncated echo signals from scatterers not actually
contained in the ROI volume,LROIA, where LROI is the
length of the gated segment andA is the cross-sectional area
of the beam~in most cases defined by the26-dB beam-
width!. For example, the left-most echo signal in Fig. 1 that
originates from a scatterer outside the ROI becomes a trun-
cated echo signal that is included inside the proximal gate
edge of the time segment corresponding to the ROI. In other
words, there exists some proximal length,Lp , of the ROI
that includes truncated echo signals from scatterers that are
completely or partially outside of the ROI. Thus, the proxi-
mal length is defined as the SPL of an echo signal from a
scatterer,LSPL. Furthermore, the right-most echo signal in
Fig. 1 that originates from a scatterer inside the ROI contains
a truncated echo signal that is included inside the distal gate
edge of the ROI. In other words, there exists some distal
length,Ld , of the ROI that includes truncated echo signals
from scatterers that are completely or partially inside of the
ROI. Thus, the distal length is also defined as the SPL of an
echo signal from a scatterer. Therefore,LSPL5Lp5Ld , the

axial length of an echo signal from a scatterer. In the case of
elastic scatterers where shear waves are supported, reso-
nances can occur that elongate the SPL appreciably over the
excitation pulse for largeka values. In soft tissues, shear
waves are not supported so that the SPL will be very close to
the size of the excitation pulse. In this analysis, either small
ka values~<1! or scatterers that did not support shear waves
were considered.

If the number density of scatterers is given byn̄, then, in
the middle region, the number of scatterersN5n̄(LROI

2LSPL)A, where onlyLSPL needs to be subtracted from the
full gated length,LROI , to get the total number of scatterers
in the middle region of the ROI because the proximal scat-
terers are not included in the physical ROI.

If the time gate is large, thenN@Np , Nd and the con-
tribution of thesp and sd scatterers is negligible relative to
the s(t) echo signals of the middle gate region. When gate
lengths are small, the contributions of the echo signals near
the edge are not negligible and will change the frequency
content of the backscattered power spectrum from that of the
scatterers in the middle region.

Assuming that there is a uniform density of scatterers in
the ROI, thenNp.Nd.Nres, whereNres represents the num-
ber of scatterers in a resolution cell~defined as the SPL times
the cross-sectional area of the beam of the ultrasound source
as defined by the beamwidth at half maximum!, with

Nres5n̄LSPLA. ~2!

Further, assuming the echo signals are approximately identi-
cal backscattered pulses and loss is negligible within the
ROI, thensp.sd and

r ~ t !. (
n51

N

s~ t1tn!1(
j 51

2Np

spj
~ t1tpj

!. ~3!

The Fourier transform of Eq.~3! gives

R~ f !.S~ f ! (
n51

N

e2 i2p f tn1(
j 51

2Np

Spj
~ f !e2 i2p f tpj. ~4!

The power spectrum is obtained by taking the magnitude
squared of Eq.~4!. The power spectrum can be divided into
incoherent ~like terms! and coherent components~cross
terms!. Assuming that the scatterers are randomly placed~no
periodic structure!, then the coherent component is small
relative to the incoherent. The incoherent spectrum is used
for estimating the frequency dependence of scattering, and
its normalized backscattered power spectrum of Eq.~4! is
given by

W~ f !5NuS~ f !u21(
j 51

2Np

uSpj
~ f !u2. ~5!

To characterize the backscatter and obtain accurate scatterer
property estimates, the first term of Eq.~5! is sought. For
long gate lengths

W~ f !>NuS~ f !u2. ~6!

However, when the gate lengths are small, significant contri-
bution is made from the second term of Eq.~5!. Smaller gate

FIG. 2. The different regions of a gated signal wherep denotes the proximal
region,d denotes the distal region,t denotes the temporal pulse length, and
tROI denotes the total temporal gate length of the ROI.
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lengths are desired to obtain better axial resolution for scat-
terer property estimates.

To improve the accuracy of scatterer property estimates
from small gated segments, the edge terms of Eq.~5! can be
corrected. The edge terms are corrected by determining the
additional frequency content added to the power spectrum
from the truncated echo signals. In the edge terms, the exact
frequency contribution from each truncated echo signal can-
not be explicitly determined. In order to determine the con-
tribution from each truncated echo signal in the edge region,
the exact location of each scatterer in the cutoff regions
would need to be known. Instead, the frequency contribution
of the truncated echo signals in the edge region can be cal-
culated ranging from where almost the whole echo signal is
in the edge region to where almost the whole echo signal has
been truncated.

The average frequency contribution from truncated echo
signals in the gate edges can be calculated by

^S8~ f !&5
1

tp
E

0

tpE
2`

`

s~ t !g~ t,t8!e2 i2p f tdt dt8, ~7!

where tp is the time duration of the echo signal,s(t) is
approximated from the excitation pulse and from some
simple assumptions about the scatterers, andg(t,t8) is a rect-
angular gate function given by

g~ t,t8!5H 1 0<t<t8

0 t.t8
. ~8!

The efficacy of the simple assumptions about the scatterers
will be examined later in the context of real tissue scattering.
Equation~5! represents the normalized backscattered power
spectrum from a realization from a single time segment. Spa-
tially averaging several power spectra from the different time
segments that make up an ROI yields

^W~ f !&s5N^uS~ f !u2&s1K (
j 51

2Np

uSpj
~ f !u2L

s

. ~9!

Replacing

K (
j 51

2Np

uSpj
~ f !u2L

s

in Eq. ~9! with average frequency contribution from the trun-
cated echo signals in the gate edges from Eq.~7!,
2Nresu^S8( f )&u2, gives

^W~ f !&s.N^uS~ f !u2&s12Nresu^S8~ f !&u2. ~10!

There exists some functionb( f ) defined as

b~ f !5
u^S8~ f !&u2

^uS~ f !u2&s

, ~11!

such that

2Nresu^S8~ f !&u25b~ f !S 2Nres

N DN^uS~ f !u2&s

5b~ f !S 2LSPL

LROI2LSPL
DN^uS~ f !u2&s . ~12!

Substituting Eq.~12! into Eq. ~10! gives

^W~ f !&s5F11b~ f !
2LSPL

LROI2LSPL
GN^uS~ f !u2&s . ~13!

Solving for the scattered spectrum

N^uS~ f !u2&s5F11b~ f !
2LSPL

LROI2LSPL
G21

^W~ f !&s

5f~ f !^W~ f !&s , ~14!

where

f~ f !5
1

11b~ f !
2LSPL

LROI2LSPL

, ~15!

and f( f ) is always positive, assuming that the total gate
length is greater than or equal to the SPL. As the size of the
ROI becomes large relative to the SPL,f( f ) approaches
unity. The function,f( f ), acts as a corrective filter due to
windowing of signals at small gate lengths relative to the
SPL. Application off( f ) adjusts the frequency dependence
of the backscattered power spectrum from smaller gate
lengths to be the same as for larger gate lengths.

If f( f ) can be determined, then the backscattered power
spectrum can be approximated for any gated length with the
effects of the gate edges reduced. However, the functional
form of b( f ) is unknown because bothu^S8( f )&u2 and
^uS( f )u2&s are unknowns. Therefore, Eq.~11! is approxi-
mated as

b~ f !5
u^Sapp8 ~ f !&u2

^uSapp~ f !u2&s

, ~16!

where ^uSapp( f )u2& and u^Sapp8 ( f )&u2 represent approximate
backscattered power spectra by making some simple as-
sumptions about the scatterers.

The functionf( f ) can be explicitly defined only if the
excitation pulse, the frequency-dependent attenuation~in-
cluding both total and local attenuation within the ROI!, and
the frequency-dependent backscatter from the scatterers are
known. The excitation pulse and frequency-dependent at-
tenuation can be quantified independently from the backscat-
ter. The attenuation can be incorporated into the gate-edge
correction factor by

^S8~ f !&5
1

tp
E

0

tpE
2`

`

s~ t !g~ t,t8!e2a~ f !x0e2 i2p f tdt dt8,

~17!

where a( f ) is the frequency-dependent attenuation coeffi-
cient andx0 is the distance from the beginning of the inter-
rogated medium to the front edge of the gated region. If the
product of the gate length and attenuation is small, then the
effects of attenuation over the length of the ROI can be ne-
glected.

What is not quantified, apart from the backscatter, is the
frequency-dependent information about the scatterers in the
interrogated medium. The goal is to estimate the true fre-
quency dependence of the backscatter. However, in terms of
ultrasonic scattering, certain assumptions about the scatterers
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can be made and further information about the scatterers can
be obtained from initial results by iteration. For example, if
the scatterers are assumed to be point scatterers~Rayleigh
scatterers!, then

uS~ f !u2} f 4. ~18!

The reference~excitation! pulse can then be used to construct
an echo signal scattered from a point scatterer. Essentially

^uSapp~ f !u2&5uSf 4~ f !u25 f 4uRref~ f !u2, ~19!

where uRref( f )u2 is the reference pulse power spectrum. We
can take our original excitation pulse and scatter it from a
single-point scatterer to get a model for the echo signal,s(t).
From the approximate echo signal we can then use Eqs.~16!
and ~17! to calculate the functionf( f ), Eq. ~15!.

In ultrasound backscatter data acquisition, point scatter-
ers occur when theka!1, wherek is the acoustic wave
number anda is the radius of the scatterer. Often, frequency
ranges are chosen so thatka;1. In this case, the frequency
dependence of the backscattered power spectrum is more
complicated than a simplef 4 dependence given by point
scatterers. The frequency dependence of the backscattered
power spectrum can be described by16

W~ f !5C f4F~ f !, ~20!

whereC is a constant~depending on the beam characteris-
tics, the gate length, the size of the scatterers, and the con-
centration of scatterers! and F( f ) is called the form factor
and depends on the size, shape, and mechanical properties of
the scatterers. Whenka;1, it is possible to estimate the
average scatterer size from the form factor. As theka value
increases, the form factor becomes increasingly small for
most scatterers and estimates become increasingly difficult to
obtain from largeka values. In numerous studies, estimates
of the scatterer size from the normalized backscattered power
spectrum have been used to characterize and diagnose tissues
ultrasonically.5–8,10–13,16,28Initial estimates of scatterer size
from the backscattered power spectrum can be made by us-
ing thef( f ) correction factor for thef 4 dependence to create
an echo signal,s(t), for a point scatterer. Then, a new echo
signal,s(t), and a new correction factor,f( f ), can be con-
structed based on the initial corrected estimates of the aver-
age scatterer diameter.

III. SIMULATION AND EXPERIMENTAL METHODS

Several simulations and tissue-mimicking phantom mea-
surements were made to examine the utility of the new gate-
edge correction factor for obtaining accurate estimates of
scattering properties when small gate lengths are used. The
simulations consisted of software phantoms interacting with
an acoustic source containing randomly spaced scatterers of
different kinds and with different number densities.

The software phantoms were constructed inMATLAB

~The Mathworks Inc., Natick, MA! as discussed in a previ-
ous study.28 A large-volume matrix was constructed 10 mm
in depth by 20 mm parallel to the transducer face and 2 mm
in height. The source was placed 50 mm from the front edge
of the scattering volume. The excitation pulse of the simu-
lated source had a 10-MHz center frequency and a pulse

length of approximately 1.5 cycles. The beamwidth~26 dB!
was 600mm for the source, assuming a Gaussian beamwidth
for an f /4 aperture. Scatterers were randomly spaced in the
volume matrix using randomization functions fromMATLAB .
Care was taken to prevent scatterers from overlapping. In the
case of the Gaussian scatterers, the minimum separation dis-
tance between scatterers was the26-dB fall-off of the
Gaussian function describing the scatterers.

The first set of simulations consisted of software phan-
toms containing point scatterers with different number den-
sities. The attenuation in the software phantom was set to 0.5
dB MHz21 cm21 and the speed of sound was 1540 m/s. Four
software phantoms were constructed with relative number
densities of 1.1, 3.6, 5.5, and 9.8 scatterers per resolution
cell. The scatterers were point scatterers that had anf 4 de-
pendence in the backscattered power spectrum. The power
dependence of the scattering was estimated using the correc-
tion factor for point scatterers, Eqs.~15! and ~19!. Each es-
timate was made by spatially averaging the backscattered
power spectra from 30 adjacent rf time signal echoes, each
separated by 100mm. Estimates were made over different
gate lengths using a rectangular window, a Hanning window,
and a rectangular window using the gate-edge correction fac-
tor. A total of 60 estimates was made for each simulation and
these estimates were averaged. The standard deviation for
the average of the 60 estimates was also calculated to deter-
mine the precision of the estimation techniques.

The second set of software phantoms was constructed
using spherical Gaussian scatterers with aka value of 1.0 at
the center frequency of the acoustic excitation pulse.5 There-
fore, the scatterers had a more complicated frequency depen-
dence than that of point scatterers. The correction factor, Eq.
~15!, was calculated with the appropriate form factor model,
Eq. ~20!, from initial estimates of the scatterer diameter as-
suming a correction factor for a point scatterer. The attenua-
tion was varied~0.0, 0.5, and 1.0 dB MHz21 cm21!. The util-
ity of the gate-edge correction was examined in terms of
spherical Gaussian scatterers and different values for attenu-
ation. A total of 60 estimates of the scatterer diameter was
made for each simulation using the linear least-squares fit
estimator, and these estimates were averaged.29 Each esti-
mate was made by spatially averaging the backscattered
power spectra from 30 adjacent rf time signal echoes, each
separated by 100mm. The standard deviation for the average
of the 60 estimates was also calculated to determine the pre-
cision of the estimation techniques.

The third set of software phantoms was constructed us-
ing spherical Gaussian scatterers withka values of 0.5, 1.0,
and 2.0 based on the center frequency of the excitation pulse
and the size of the scatterers. In all cases, the scatterers had a
more complicated frequency dependence than that of point
scatterers. The correction factor, Eq.~15!, was calculated
with the appropriate form factor model, Eq.~20!, from initial
estimates of the scatterer diameter assuming a correction fac-
tor for a point scatterer. The attenuation was 0.5
dB MHz21 cm21.

A fourth set of software phantoms was constructed using
a distribution of spherical Gaussian scatterers with different
diameters rather than a single diameter. A distribution of
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scatterer diameters is more like the situation that might be
found in real soft-tissue scattering. The diameters had an
equal number of scatterer diameters between 35 and 65mm
and between 20 and 80mm. The average scatterer diameter
was 50mm. The correction factor, Eq.~15!, was calculated
with the appropriate form factor model, Eq.~20!, from initial
estimates of the scatterer diameter assuming a correction fac-
tor for a point scatterer. The attenuation was set to 0.0
dB MHz21 cm21.

Finally, measurements were made on two tissue-
mimicking phantoms containing randomly placed glass-bead
scatterers of diameter 45–53mm.30 The phantom measure-
ments were made with a single-element weakly focused
transducer (f /4) that had an 8.5-MHz center frequency as
measured~resulting in aka;0.83 at the center frequency!.
The 26-dB pulse/echo bandwidth of the transducer was 6.5
MHz and the26-dB pulse/echo beamwidth at the focus was
measured to be 670mm using the wire method.31 Figure 3
shows an example of the incident pulse reflected from a
Plexiglas® plate centered at the focus. The pulse reflected
from the Plexiglas® was used as a reference pulse.5,6,17

In a measurement, the transducer’s beam axis was per-
pendicular to the face of the phantom so that the ultrasound
would propagate normal to the surface. Phantom A had a
measured attenuation of approximately 0.5 dB MHz21 cm21

over the frequency range of 5–12 MHz (ka range 0.5 to 1.2!
using an insertion loss method and a number density of scat-
terers approximately twice that of the second phantom~B!.30

The hydrophone used for the attenuation measurements was
a 1-mm spot size polyvinylidene diflouride hydrophone
~Sonic Technologies model 804-010, Hatboro, PA!. In the
insertion loss method, the pulse from the transducer was
measured through a water path using the hydrophone. The
phantom was then placed in the path between the transducer
and hydrophone and a new pulse was measured with the
hydrophone. The attenuation was calculated by dividing the
power spectrum of the initial pulse by the power spectrum of
the pulse through the phantom and by the thickness of the
phantom. Phantom B had a measured attenuation of approxi-
mately 0.64 dB MHz21 cm21 over the frequency range of
5–12 MHz using an insertion loss method. A 2-cm-length
lateral scan was performed along the surface of the phantoms
with a step size of 100mm between each scan line. A scat-

tered pulse was created by simulating the scattering of the
measured excitation pulse~Fig. 3! by a glass-bead scatterer
based on the theory of Faran over the analysis bandwidth.32

The final estimate of the diameter of the glass bead was
based on initial estimates using a correction factor for point
scatters. The subsequent scattered pulse was used in Eqs.
~15! and ~20! to create the correction factor for the glass-
bead scatterers. Each estimate was made by spatially averag-
ing the backscattered power spectrum from 33 consecutive rf
echoes separated by 100mm. For each acquired echo, the
backscattered signal was temporally averaged for 300 real-
izations to reduce any electronic noise associated with the
measurement. Estimates of glass-bead diameter were made
versus different gate lengths using a rectangular window, a
Hanning window, and a rectangular window using the gate-
edge correction factor. A total of 60 estimates was made for
each phantom and these estimates were averaged. The stan-
dard deviation for the average of the 60 estimates was also
calculated to determine the precision of the estimation tech-
niques.

IV. SIMULATION AND EXPERIMENTAL RESULTS

When a time sequence is gated with a conventional win-
dowing function, the frequency content of the main lobe and
sidelobes is modified. Tapered windows, i.e., the Hanning
window, are often used because they reduce the sidelobe
levels in the frequency spectrum more than a rectangular
window. Figure 4 shows the effects of rectangular and Han-
ning windows on the spectral main lobe and sidelobes as a
function of the SPL. In Fig. 4 an ideal power spectrum from
a pulse scattered from a single-point scatterer (f 4 depen-
dence! is divided by a windowed wavetrain of echo signals
scattered from randomly spaced point scatterers. The excita-
tion pulse was a Gaussian pulse with a 10-MHz center fre-
quency and an 8-MHz26-dB bandwidth~analysis band-
width of 6–14 MHz!. The spectra were normalized by the
number of scatterers so that the relative magnitude of the two
spectra was equal at the center frequency. If the ratio of the
two spectra were a perfect horizontal line, then the frequency
dependence of the two spectra would be identical and perfect
estimates of scatterer properties could be made.

For short gate lengths@gate lengths of 2 SPLs, Figs. 4~a!
and ~c!#, both rectangular and Hanning windowed spectra
had markedly different frequency dependencies than the
ideal spectrum. In both cases the main lobe was broader in
the windowed functions and the sidelobes had either shifted
in position or were larger than the ideal scattered power
spectrum. When the gate length was increased@Figs. 4~b!
and~d!#, a horizontal line could be fit to both the rectangular
and Hanning windowed functions over the analysis band-
width. Therefore, scatterer property estimates made over the
analysis bandwidth for the larger gated segments tend to be
more accurate than estimates made at shorter gate lengths.
Superior matching occurred for the spectral ratios~ratio
closer to unity! with the Hanning gated spectrum over that of
the rectangular gated spectrum at larger gated lengths due to
the smaller sidelobes of the Hanning window and a wider
main lobe.

FIG. 3. Time pulse~left! and the magnitude of the frequency spectrum
~right! of ultrasound signal reflected from a plexiglas plate reflector located
at the focus of the transducer used in the physical phantom measurements.
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The correction factor@Eq. ~15! combined with Eq.~19!#
was applied to the rectangular gated window and then the
ideal spectrum was divided by the rectangular gated spec-
trum using the gate-edge correction factor. At both the short
and long gate length@Figs. 5~a! and ~b!, respectively# the
corrected spectra appeared to match the ideal spectrum over
the analysis bandwidth and at frequencies well above the
analysis bandwidth. Even at small gate lengths, accurate es-
timates of the scatterer properties could be made. The gate-
edge correction factor did not appear to correct for frequen-
cies lower than the analysis bandwidth. The correction factor
may enable a larger analysis bandwidth to be used because
higher frequency components can be included in the analysis
bandwidth. The gate-edge correction factor corrected for the
spectral main and sidelobe modifications at frequencies in or
above the analysis bandwidth introduced by the windowing
functions.

The frequency dependence of the correction factor de-
pends on the gate length relative to the SPL. Figure 6~a!
shows a representative time sequence from a medium with
randomly spaced Gaussian scatterers. Figures 6~b! and ~c!
show the measured form factor~Gaussian! and the correction
factor, Eq.~15!, that would be applied to the measured power
spectrum for gate lengths of different size. The smallest gate
length has the largest frequency variance. As the gate length

gets larger, the overall correction becomes flatter so that the
frequency dependence in the analysis bandwidth is barely
changed by the correction factor.

For point scatterers, the frequency dependence of the
backscattered power spectrum is proportional tof 4. One
method of characterizing a scattering medium is to estimate
the exponent of the frequency dependence in the normalized
backscattered power spectrum. Figure 7 shows the results of
estimating the exponent from a medium containing randomly
spaced point scatterers. The results were plotted versus the
size of the total gate length in SPLs. In each case the esti-
mation of the exponent of the frequency dependence using
the gate-edge correction factor yielded better accuracy~less
bias in the estimate! than using rectangular and Hanning
windowed time gates. The largest improvement in accuracy
using the gate-edge correction factor occurred at the smaller
gate lengths. The magnitude of the gate-edge correction fac-
tor was largest when the gate length was small@as the gate
length increased,f( f )→1]. Good agreement~less than 5
percent error! between the actual frequency dependence and
the estimated frequency dependence occurred at all gate
lengths for the gate-edge correction estimates. The number
of scatterers per resolution cell did not seem to affect the
effectiveness of the gate-edge correction factor.

The next set of simulations examined non-point scatter-

FIG. 4. Normalized ratio of an ideal
scattered power spectrum from a
single-point scatterer to the power
spectrum from a windowed wavetrain
of pulses scattered from randomly
spaced scatterers with~a! rectangular
windowed segment of length 2 SPLs;
~b! rectangular windowed segment of
20 SPLs;~c! Hanning windowed seg-
ment of 2 SPLs; and~d! Hanning-
windowed segment of 20 SPLs. The
rectangular- and Hanning-windowed
spectra represent the average of 30 in-
dependent realizations. The analysis
bandwidth is denoted on the curves by
the superimposed ‘‘1’’ signs.

FIG. 5. Normalized ratio of an ideal scattered
power spectrum from a single-point scatterer to the
power spectrum from a rectangular windowed
wavetrain of pulses scattered from randomly spaced
scatterers using the gate-edge correction factor with
~a! a windowed segment of length 2 SPLs and~b! a
windowed segment of 20 SPLs. The windowed
spectra represent the average of 30 independent re-
alizations. The analysis bandwidth is denoted on the
curves by the superimposed ‘‘1’’ signs.
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ers ~spherical Gaussian scatterers with radii sizes chosen so
that theka;1.0 at the center frequency of operation! in vol-
umes having variable attenuation. The average scatterer di-
ameter was estimated using the rectangular window, the
Hanning window, and the gate-edge correction factor, and
then compared. An initial estimate of the scatterer size was
made using the gate-edge correction factor for point scatter-

ers, and then a new estimate of the scatterer diameter was
made using the initial scatterer diameter estimate. Figure 8
indicates that increasing attenuation did not affect the ability
of the gate-edge correction factor to obtain more accurate
estimates at small gate lengths as compared to rectangular
and Hanning windowed estimates. As the attenuation in-
creased, the rectangular and Hanning windowed estimates

FIG. 6. ~a! Representative time sequence of backscatter from randomly spaced Gaussian scatterers with~b! subsequent measured form factor and~c!
corresponding correction factor for gate lengths ofn, 7.5 SPLs;h, 3.7 SPLs; and3, 2 SPLs.

FIG. 7. Percent error between estimates of the frequency exponent dependencies of point scatterers versus gate length in SPLs forj, gate-edge correction
factor;l, rectangular window;m, Hanning window for a number density of~a! 1.1 scatterers per resolution cell;~b! 3.6 scatterers per resolution cell;~c! 5.8
scatterers per resolution cell; and~d! 9.1 scatterers per resolution cell.
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improved in accuracy at smaller gate lengths, but were still
less accurate estimates than using the gate-edge correction
factor. Figure 9 shows the average standard deviation of the
estimates of the average diameter of the spherical Gaussian
scatterers from the simulation. The standard deviation was
best with the rectangular gated estimates and worst overall
with the Hanning window. While the accuracy of the esti-
mates was increased using the gate-edge correction factor
relative to rectangular and Hanning windows, the precision
at smaller gate lengths was not improved. However, the pre-
cision did not grow markedly worse using the gate-edge cor-
rection factor as opposed to standard windowing functions.

Similar trends were seen in the other simulations and mea-
surements.

The third set of simulations examined spherical Gauss-
ian scatterers withka values of 0.5, 1.0, and 2.0 based on the
center frequency of the excitation pulse. Accurate estimates
of scatterer diameters are made when theka value is greater
than 0.5.6 Below thiska value, it is difficult to differentiate
the scatterers from point scatterers.33 Furthermore, if theka
value is too large, the measured form factor has a small
magnitude leading to less accurate estimates. Figure 10
shows the percent error in estimates made of the average
scatterer diameter compared with the actual scatterer diam-
eter using the gate-edge correction, the rectangular window,
and the Hanning window. The gate-edge correction showed
marked improvement in the accuracy of the estimate over the
other windowing schemes for each case. For smallka the
accuracy of the estimates was very poor for each method
used. The largest improvement in the estimate accuracy from
the gate-edge correction occurred when theka;1.0 at the
center frequency of operation.

The fourth set of simulations examined the effectiveness
of the correction factor when a distribution of scatterers was
interrogated. Figure 11 shows the percent error in estimates
made of the average scatterer diameter compared with a di-
ameter of 50mm @Fig. 11~a!# and 53mm @Fig. 11~b!# using
the gate-edge correction, the rectangular window, and the
Hanning window. An equal number of scatterers of diameters
ranging from 35 to 65mm @Fig. 11~a!# or 20 to 80mm @Fig.
11~b!# were randomly spaced within a scattering volume
with an average scatterer diameter of 50mm. For the simu-
lation in Fig. 11~b!, the estimate of scatterer diameter con-

FIG. 8. Percent error between estimates of the average diameter for spherical Gaussian scatterers versus gate length in SPLs forj, gate-edge correction factor;
l, rectangular window;m, Hanning window and an attenuation of~a! 0.0 dB MHz21 cm21; ~b! 0.5 dB MHz21 cm21; and ~c! 1.0 dB MHz21 cm21.

FIG. 9. Standard deviation of the estimates of the average diameter for
spherical Gaussian scatterers versus gate length in SPLs forj, gate-edge
correction factor;l, rectangular window;m, Hanning window. The attenu-
ation was 0.5 dB MHz21 cm21.
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verged to about 53mm at long gate length for all window
types rather than 50mm. The larger distribution of scatterers
appeared to bias the estimate of average scatterer diameter to
a larger scatterer diameter. The gate-edge correction showed
marked improvement in obtaining estimates closer to the
long gate length limit over the other windowing schemes for
each case. The reason that the larger distribution biased the
results to a larger estimate of scatterer diameter is because
the backscattered power spectrum is proportional to the ra-
dius to the sixth power.5 Larger scatterers will contribute
more to the backscattered signal than will smaller scatterers,
pushing the estimate of the average scatterer diameter to-
wards the larger scatterers.

The final set of estimates was made from tissue-
mimicking phantoms containing glass beads with scatterer
diameters of 45–53mm but with different concentrations and
attenuation values. Figure 12 shows the estimates versus gate

length using the rectangular window, the Hanning window,
and the rectangular window using gate-edge correction fac-
tor. The gate-edge correction factor estimates gave improved
accuracy at small gate lengths over the rectangular and Han-
ning windowed estimates. The most improvement over the
conventional windowed estimates came from phantom A,
which had the smaller attenuation and the smaller concentra-
tion of scatterers. Figure 13 shows the absolute standard de-
viation of the estimates from the physical phantoms. Small
differences in the precision were seen using the different
methods. The precision of the Hanning window estimates
was worse than the precision using the other methods. How-
ever, the correction factor estimates appeared to have slightly
worse precision over the simple rectangular window. The
reason for the loss of precision over the rectangular gated
estimates may be due to amplification of noise by the appli-
cation of the correction factor. The gate-edge correction fac-

FIG. 10. Percent error between estimates of the average diameter for spherical Gaussian scatterers versus gate length in SPLs forj, gate-edge correction
factor; l, rectangular window;m, Hanning window and aka value at the center frequency of operation of~a! 0.5; ~b! 1.0; and~c! 2.0.

FIG. 11. Percent error between estimates of the average diameter for spherical Gaussian scatterers versus gate length in SPLs forj, gate-edge correction
factor; l, rectangular window;m, Hanning window with an equal distribution of scatterers from~a! 35 to 65mm and~b! 20 to 80mm.
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tor improved the accuracy of the estimates~reduced or elimi-
nated the bias! but did not improve the precision of the
estimates at small gate lengths.

V. CONCLUSION

For QUS imaging of tissues utilizing scatterer property
estimates, it is important to improve the accuracy of esti-
mates while minimizing the size of the ROIs necessary to
obtain good estimates. Minimizing the ROIs amounts to im-
proving the spatial resolution of QUS images utilizing scat-
terer property estimates. One of the factors that decreases the
accuracy of estimates~increases the estimate bias! is the gat-
ing of the rf signals used to obtain the scatterer property
estimates. The gating effects are diminished as the size of the
gate length is increased because error is introduced from the
edges of the gate. As the gate length is increased the contri-
bution of the gate edges is decreased relative to the larger,
undisturbed middle region of the gate. A gate-edge correction
factor was introduced that partially accounted for the edge
effects prevalent in smaller gated segments.

Estimates of scatterer properties using the gate-edge cor-
rection factor were compared with estimates using conven-
tional windowing functions. In all cases, the gate-edge cor-
rection factor yielded more accurate size estimates for
smaller gate lengths than the conventional windowing func-
tions. In almost all cases, the size estimates from the gate-
edge correction factor were within 5% of the actual values
~for an ensemble average from 60 estimates! for the scatterer
properties examined. While the gate-edge correction factor

improved the accuracy of the estimates at small gate lengths,
the precision of estimates was not improved above conven-
tional windowing techniques. The lack of improvement in
precision in many applications for QUS imaging techniques
may be a limiting factor in using small gate lengths where
estimates come from a few echo segments.

In specific cases, the conventional windowing functions
gave improved results for small gate lengths but not greater
than estimates using the gate-edge correction factor. For
large number density of scatterers, the Hanning window ap-
peared to approach the gate-edge correction estimates at gate
lengths larger than 3 SPLs. Furthermore, larger attenuation
appeared to improve the accuracy of size estimates from the
conventional windowing function estimates, but not above
the accuracy of estimates obtained using the gate-edge cor-
rection factor. The improvement may have resulted from the
fact that the distal gate edge was more highly attenuated and
thus contributed less to the overall frequency dependence.

When theka;0.5 ~as measured at the center frequency!
the difference between real and estimated diameter using the
gate-edge correction factor was 10% or greater when the gate
length was less than 10 SPLs. However, diameter estimates
from the gate-edge correction factor were still better relative
to the conventional windowing function estimates at small
gate lengths. Further research is required to determine the
reason that the gate-edge correction factor failed to give as
good improvement for the lowka case.

FIG. 12. Percent error between estimates of the average diameter for glass beads in tissue-mimicking phantoms versus gate length in SPLs forj, gate-edge
correction factor;l, rectangular window;m, Hanning window in~a! phantom A; and~b! phantom B.

FIG. 13. Standard deviation of the scatterer diameter estimates for glass beads versus gate length in SPLs forj, gate-edge correction factor;l, rectangular
window; m, Hanning window in~a! phantom A; and~b! phantom B.
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The schematic diagram and text erroneously omitted a component of the auditory-nerve model. A first-order low-pass filter
with a cutoff frequency of 500 Hz was included in the feedback path within the model’s control-path, as shown here~LP2, Fig.
1!; a scalar K with a value of 10 followed the low-pass filter in the feedback path. This low-pass filter was included in some
but not all of the simulations shown in the original paper, as clarified below. The inclusion of LP2 did not significantly affect
responses to pure tone stimuli~Tan and Carney, 2003, Figs. 7–9,11,12! or to broadband noise~Tan and Carney, 2003, Figs.
4,10!. The low-pass filter~LP2! mainly affected responses to two-tone stimuli, and in particular was responsible for introduc-
ing the differences in growth of suppression for tones below or above CF. Figure 13 in Tan and Carney~2003! did not include
LP2; Fig. 2 here illustrates the effect of its inclusion. Figure 14 in Tan and Carney~2003! did include LP2; the effects of its
inclusion are illustrated here in Fig. 3.

The parameter values forZ0 andZ1 in Eq. ~13! ~Table I! were used in all results shown in Tan and Carney~2003!, but
these values are not consistent with the fit shown in Fig. 5~d!. The values used were varied to adjust the amount of glide in the
impulse responses. Values ofZ051.572 andZ150.564 provide a better fit to Fig. 5~d! and result in better filter shapes at high
CFs.

Finally, Eq. 18 should readGcontrol5(10~0.5732 log10~CF!11.522!210~0.4 log10~CF!11.9!!/0.3357.

a!Author to whom correspondence should be addressed. Electronic mail:
Lacarney@syr.edu

b!Address for correspondence.

FIG. 1. Corrected schematic diagram of the AN model. The block labeled LP2 is a first-order low-pass filter with cutoff frequency of 500 Hz. The associated
scalar, K, had a value of 10. This low-pass filter was omitted from the figure and text in Tan and Carney~2003!, but was included in some of the simulations.
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Tan, Q., and Carney, L.~2003!. ‘‘A phenomenological model for the re-
sponses of auditory-nerve fibers: II. Nonlinear tuning with a frequency
glide,’’ J. Acoust. Soc. Am.114, 2007–2020.

FIG. 2. The solid line illustrates the model’s tuning curve with CF at 4000
Hz. The stars indicate the suppression threshold illustrated in Tan and Car-
ney ~2003!, without LP2 in the control path. Circles indicate suppression
thresholdswith LP2 in the control path. Suppression threshold was defined
as the suppressor tone SPL that decreases the response to CF tone by 10
spike/sec.

FIG. 3. Suppression growth functions measured for a CF of 3500 Hz, with
suppressors at 1550 Hz~below CF! or 4400 Hz~above CF!. The CF tone
SPL was adjusted to maintain a response rate that was two-thirds of the
maximum response rate at each suppressor SPL. The dotted line indicates a
growth with slope of 1~dB/dB!. The thin and thick solid lines without
symbols are responses of the modelwith LP2 in the control path~same as in
Fig. 14 of Tan and Carney, 2003!. The lines with symbols show the effects
of removalof LP2. WithoutLP2, the suppression growth functions for sup-
pressors above and below CF have the same slope.
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